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PREFACE

General relativity and quantum field theory are the successful fundamental
theories of the 20th century. The experimental verifications of both theories are
so many that no serious question of their validity actually exists. The funda-
mental mathematical notion of general relativity is the lorentzian metric of the
riemannian geometry. It explains very well gravitation but ”considers” all the
other fields of electromagnetic, weak and strong interactions as external. All
the efforts to incorporate them have failed. On the other hand, the fundamental
mathematical notion of quantum field theory is the rigged Hilbert space formu-
lated in the general realm of generalized functions (Schwartz distributions). Its
last success is the standard model. But the theoretical efforts to generalize it
to grand unified and supersymmetric models have not been experimentally ver-
ified. The recent LHC experimental result and the failed dark matter searches
strongly indicate that supersymmetric particles do not exist. These experimen-
tal results drifted to failure string theory, which was the most serious effort to
unify general relativity with quantum field theory. The present 4-dimensional
lagrangian model consists of a renormalizable generally covariant action based
on a special totally real Cauchy-Riemann (CR-) structure. It does not need su-
persymmetry to incorporate the fermions, which are just distributional solitons.

The euclidean 2-dimensional conformal field theories have been very suc-
cessful in condensed matter. The Polyakov action is a 2-dimensional confor-
mal field theory based on the 2-dimensional lorentzian metric. In 1986, during
my summer stay at CERN, I realized that the ”"beauty” and the impressive
properties of the 2-dimensional conformal field theories come from their met-
ric independence without being topological. That is, the fact that any

2-dimensional metric admits coordinates (the light-cone coordinates (z°,2°))
such that g, dx"dz" = goﬁdzodzo. Hence, I looked and found a metric inde-
pendent 4-dimensional action with 4-dimentional metrics, which take the form
Judztdx” = ga~dzadzﬁ with a,8 = 0,1 in a generally complex coordinate
system. Not all the 4-dimensional metrics can take this form. Only those which
admit two geodetic and shear-free null congruences take this form, like the
black-hole metrics. I even considered it as an explanation of the fact that only
these solutions of the Einstein equations are observed in nature. The metric
independence of the 4-dimensional generally covariant action assures its (for-
mal) renormalizability, simply because it is dimensionless and the geometrical
counterterms are not permitted.

The present 4-dimensional action has no other physical relation with string
theory. It depends on a special totally real Cauchy-Riemann structure (called
lorentzian Caucy-Riemann (LCR-) structure) and it contains a compatible SU(N)
gauge field connection. It essentially takes the place of the scalar field X* (7, o)
of the 2-dimensional conformal action, which string theory interprets as the
immersion field of the 2-dimensional surfaces in the 26-dimensional spacetime.
The SU(N) gauge field is finally identified with the gluon field. Graviton and
photon naturally emerge from the fundamental lorentzian CR-structure (LCR-
structure). Electron and its neutrino are the stable static and stationary soli-



tonic LCR-manifolds, which are directly related to an irreducible and reducible
quadric of C'P(3). They are the massive and massless ruled surfaces with Hopf
invariant one, which may be assumed to be the electronic leptonic number. The
gyromagnetic ratio of the electron LCR-structure is ¢ = 2 even at the classical
solitonic level, already computed by Carter for the Kerr-Newman metric. The
other generations of fermionic leptons may be those with higher Hopf invariants.
The number of the leptonic generations may be restricted to three by the sim-
ple fact that the non conformally flat metrics admit no more than four geodetic
and shear-free null congruences (Petrov classification). No other leptons ex-
ist, up to type III LCR-structure. For every leptonic LCR-manifold, there is
a solitonic colored (SU(N)) configuration, which are interpreted as the corre-
sponding quarks. The ”electron” quark is explicitly derived. This derivation-
correspondence makes apparent why the quarks are colored copies of leptons.
Hence the present action is apparently the extension of general relativity based
on a special totally real CR-structure properly defined in the Cartan moving
frame (independent tangent vectors) formalism. The most shocking difference
with riemannian geometry is that the Hawking-Penrose singularity theorems
do not apply and the Penrose censorship hypothesis is not valid, because the
elementary fermionic particles have gravitational dressings with naked ring sin-
gularities. That is, the stars are aggregations of naked ring singularities, which
are well defined in the context of lorentzian CR-structure.

The present theory is called pseudo-conformal field theory (PCFT) following
the initial term for the CR-structure, used by E. Cartan, Tanaka, Severi and
others, who first worked on this mathematical notion. Besides, this term is com-
patible with the name of 2-dimensional conformal field theories used in physics.
But the 4-dimensional PCFT is invariant under tetrad-Weyl transformations,
which is larger than the metric-Weyl symmetry of the quadratic Weyl-tensor.
This tetrad-Weyl symmetry is broken (even at the classical level) by the exis-
tence of the conserved quantities of charge and energy-momentum. Hence in
brief, LCR-structure is the fundamental structure that replaces the lorentzian
riemannian structure of general relativity and PCFT is essentially the lagrangian
that Einstein was searching to extend his theory of relativity. On the other hand
the Polyakov action is the corresponding 2-dimensional PCFT action. Besides,
the mathematics are algebraically based on surfaces of C'P(3) in analogy to the
well known dependence of string theory on curves of C'P2.

The standard model is derived through the causal perturbative theory of
Stuckelber and Bogoliubov combined with the Epstein-Glaser remark and the
operational algorithm of Scharf and collaborators, viewed as a direct appli-
cation of the properties of the Schwartz distributions. The starting point is
the Poincaré covariance of the distributional solitons viewed as elements of the
rigged Hilbert-Fock space of the free fields tempered distributions. The ”inter-
nal” U(2) connection is derived from the LCR-tetrad as a Cartan lift, which
is directly related to the corresponding geodetic and shear-free null tetrad of
Einstein’s gravity. Their sources are the leptonic particles identified with the
singular supports of the LCR-structures. The pair of the massive electron and
its massless neutrino are the massive and massless (developable) quadratic sur-



faces of CP(3). The relations of the coupling constants and the masses are the
necessary conditions for the existence of the product of the tempered distri-
butions and the elimination of the negative norm states, which appear in the
S-matrix of the causal perturbative field theory as already described by Scharf
in his books.

Hence, PCFT essentially describes the consequences of the simple consider-
ation of the LCR-structure as fundamental geometrical structure, instead of the
Einstein metric. I think the most surprising (to me) results are the intimate re-
lation between the electroweak gauge fields with the geodetic and shear-free null
tetrad of the Einstein metric and the possibility to ”derive” quantum mechanics
from the distributional nature of the solitonic LCR-structures. The purpose of
the present ”Research eBook” is to provide the interested researcher with all
the details of the present status of PCFT, essentially following their historical
evolution.
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Part I

PSEUDO-CONFORMAL ACTIONS

Synopsis

The wonderful properties of the 2-dimensional Polyakov action are essentially
based to its metric independence (without being topological), when written in
the 2-dimensional light-cone coordinates. Because of the conformal anomaly
this occurs in the 26-dimentional embedding W7 (7) of the 2-dimensional string
surface. For that, I had to clarify the formulation of the fundamental structure
that had to replace the Einstein lorentzian metric of the riemannian structure,
because a general 4-dimensional lorentzian metric does not always take the off-
diagonal form, that the 2-dimensional lorentzian metric does. In the context
of general relativity, Flaherty had studied this kind of 4-dimensional metrics,
characterized by admitting two geodetic and shear-free null congruences. The E.
Cartan formalism permits the metric independent definition of this fundamental
structure, which I call lorentzian Cauchy-Riemann (LCR-) structure, and which
is formally invariant under a tetrad-Weyl transformation, replacing the metric-
Weyl transformation of the Polyakov action. I write down the covariant 4-
dimensional action and I quantize it. As expected, it is dimensionless and
formally renormalizable. The lowest order 1-loop diagrams have been computed.
The place of the embedding field W7 (1) now takes a SU(N) gauge field-like
A, (x), which will be identified with the gluon field. But I have not yet found
any tetrad-Weyl anomaly that could restrict the order N of the gauge field
group, like it happens in Polyakov action. My research steps of this passage
from the 2-dimensional Polyakov action to the 4-dimensional generally covariant
action, compatible with the LCR-structure, are described in this first part of
the Research eBook.



1 THE 2-D LCR-MANIFOLD

The simplest lorentzian CR-manifold M is a real 2-dimensional manifold defined
as a real surface of a 2-dimensional complex manifold M with the real equations
pl(ZT’ZO) =0 , pZ(ZOvZO) =0

(1.1)
9P1 £0 ?é apz

where the two real functions are assurned to be smooth with the indicated
conditions. Notice that the two real functions do not mix the two coordinates.
We essentially have two independent 1-dimensional totally real submanifolds
of a corresponding complex manifold. Any holomorphic transformation (20 =
f(z%), 2’ = h(2%)) preserves the LCR-structure definition. Therefore it is
called LCR-transformation. All these complex functions (z°(x), 2%(x)) will be
generally called LCR-structure coordinates.

There is an important mathematical subtlety, which is going to play an
essential role in the study of LCR-structure. In the general case of smooth
LCR-manifolds, there is always a LCR-transformation in a neighborhood of
every point p such that

0_%0 20420 0 .0 2020 20 4s
pr(0,20) = 252 = 9(5E2) =0, py(a0,20) = 252 - 9(5F=) = 0

$(0) =0=dp(0) , ¢(0)=0=dg(0)

(1.2)
where the two functions ¢(-) and ¢(-) are smooth (= have all their derivatives
in a neighborhood of the point p). If they are real analytic (= expand to a
summable Taylor series in a neighborhood of the point p), there are[l] always
independent analytic transformations giving them the simple forms

(0,20 = 258 =0, py(D,20) = 25 =0
(1.3)
=u , 2=vw
The two cotangent vectors (1-forms) of the LCR-manifold M are
0=t = i(9 — D)py (0, 20) = (=240
n = myda = (0~ D)oy, ) = i( 2= p >| = dv (1.4)

LANF#Q

If we multiply the defining real conditions with arbitrary non-vanishing functions
A(x) and N(z), we find that the above 1-forms admit the symmetry

0=A , n'=Nn (1.5)



A basis (£/0,,,n*0,,) of the tangent space of M is defined via the conditions

(r9,)a(lyda”) =0 , (LH9,)a(nydx’) =1
(1.6)
(n*0u)a(lydx”) =1 ,  (n*0,)s(n,dz”) =0

The possibility to multiply the defining real conditions (1.1) with arbitrary non-
vanishing functions A(z) and N(z), implies that the above two basis admit the
symmetry

=M , n'=Nn

('o,) = %(ﬁ”@u) . (n'*0,) = %(n“(’)ﬂ)
which we will call dyad-Weyl symmetry.

Notice that we have not yet defined a metric. The LCR-structure does not

need the notion of the metric. But this basis defines a 2-d symmetric tensor
Guvs

(1.7)

(9] = Lum + Lumy,

(1.8)
KO gl) 2
}

g = det(g,,) = —[det (no .

which will be used as a class of equivalent metrics, because of dyad-Weyl sym-
metry. These metrics have the characteristic property to make the two vectors
of the basis null, i.e. #¢"g,, =0 =n*n"g,,.

The well-known emergence of the algebraic structure in string theory appears
if we consider the two structure coordinates z° and 2" as two different points
of a hypersurface (curve) of CP?. An hypersurface of C'P? is generally defined
(in homogeneous coordinates)

XOl X02
Xmi — Xll X12
X21 X22 (1 9)

K(xml) — K(XmQ)

where K(X™) is the homogeneous polynomial (reducible or irreducible) that
defines the Riemann surface. For the two points 20 and 20 to be different,
the 3 x 2 matrix must have rank two. In this case they define a line of CP?
which intersects the hypersurface at 20 and z°. The projective coordinates
ra ; A=0,1 of these lines are defined with the identity

XOl X02
Xmi — Xll X12
—iTAXAl —iTAXA2

XOl X02
det <X11 X12> #0

in the corresponding affine patch of the grassmannian projective manifold G(3, 2).

. 11 12 X .
Assuming z° = %5+ and 20 = 27, the structure coordinates are holomorphic

(1.10)

10



functions of the projective coordinates r 4. And vice-versa, the projective coor-
dinates are not always LCR-structure coordinates.

1.1 Examples of Riemann surfaces

The quadratic surfaces, which are usually called conics, are generally reduced
to the (irreducible) homogeneous polynomial

Ky(Z™) = (Z2° +(21)* +(2°)* =0

oKy =2(Z° =0 (1.11)
MKy =2(ZY)=0
WKy =2(Z%) =0

Its tangent space is well defined, because it is well defined at all its points, i.e.
OnK2(Z™) # 0. Notice that

OnK(Z™) =0
(1.12)
By =2(Z2%) =0, 0Ks=2(Z")=0, 0yKs=2(Z22) =0

admits only the solution Z™ = 0, ¥m, which is not an element of the projective
space C'P2. Hence the conics are regular curves (without singular points). That
is the tangent exists at all its points. It is a manifold.

The projective spaces are compact. They do not have ”infinities”. But their
affine patches do have infinities. The infinity of the affine patch Z2 =1, is the
subspace Z2 = 0. In this patch the infinity of the above conic is found assuming
the additional relation Z? = 0. The conic meets (intersects) the infinity (a line)
at

Ky (2) = (202 + (2)? = 0

7.7V =1:4i (1.13)

which are two points (like its intersections with any other line).
We will now look at its tangents, using the method of the pencil of lines

m

passing through a point X" of the conic
XM =X+ sT™

Ka(X + sT™) = SS[(X§)2 + 25 X5 T™ + s2(T™)?] = (1.14)

=2s %:[Xg"Tm] + 52 ;[(T"’)Q] =0

where T are the slopes of the line and we sum over the repeated index m.
The intersection index I(X{", Ko, L) of this line L is the number of solutions
of Ko( X" + sT™) relative to s. Bezout’s theorem tell us that now, there are
generally two solutions, one of them being s = 0, which corresponds to the
point X§* of the conic. If T satisfies the relation X["T™ = 0 i.e. if the line
is tangent at X, then the solution s = 0 is double. So the tangents of regular
points are found.

11



In order to find and understand the parametrization and multi-sheet alge-
braic surface, we have to consider an affine patch. In the affine patch Z° =1

. . 1 . 2 .
and the notation x = 71% , Y= 71% we have the complex circle

Ko(x,y) =1— a2 —y? (1.15)
All its finite points are regular because

Ko(z,y)=1-a%—y*=0
0, Ky = =22 =0 (1.16)
9y Ky =2y =0

do not have a (complex) solution.

Starting from a regular solution and using its pencil of lines, we can generally
find the other points where each line intersects the surface. In the present case,
I consider the point (z =1,y = 0). Then the pencil of lines

(i) B (3) o G) (1.17)

y=tlx—1)
imply the equation

1—2)z(t?+1) - -1)]=0

(1.18)
_ (-1 _ =2t
T=wrn 0 Y= @

which gives the second intersection point for each line. Returning back to ho-
mogeneous coordinates we find the rational representation

_ .z _ (#-1) .z 2t
=170 = @5y Y= 7'z T @

(1.19)
202V 22 = (12 + 1) 1 i(t? — 1) - —2it

The infinity ¢ = co is covered by simply making the transformation ¢ = tl,

The double-valuedness of the quadratic curve is simply indicated by its de-
gree two. It is also indicated by the highest degree of the polynomials which
appear in the rational representation. Notice that in the conics the two values
t = +c # 0 have one x and two values :I:ﬁ

2— —4C
t=dc#0 — (x,y):(%7i(0273rl))
t=0 = (2,9)=(~1,0) (1.20)

t=c0 — (z,y)=(1,0)

where t = 0, 00 are the branch points, which have one value. But these points
have nothing special. They become special by the chosen (by us) coordinate

12



system! A rotation of the coordinate system changes the branch points! A
general projective transformation preserves the characteristics of an algebraic
projective curve, but it changes the role of each point.

Let us now consider the cubic curve

Ky(Zm) = (Z2°)(22)* + N(2°)(2")* + (2')°

B0 Ks = (Z2)2+ MZ)% =0 (1.21)
A1 K5 = 2XMZ)(ZY) +3(Z21)2 =0
K5 =2(2%)(2%) =0

It has the singular point
Z™m=1:0:0 (1.22)

We will now look at its tangents, using the method of the pencil of lines
passing through this point X[* =1:0: 0 of the cubic

X™ = X 4 sT™
Ka(Xi + sT™) = s2[(T?)2 4+ A(T1)2]+ (1.23)
+s8[TO(T%)? + T0(T")* + (1))

where T™ are the slopes of the line. Hence this point is a double point, because
the lowest degree of s is two. For X\ # 0 there are two different tangents (7 :
T?) = (1 : £i\). Hence the point (0,0) is a node. For A = 0 we have one
solution, which is a cusp. This manifold is singular at this point, because its
corresponding tangent space has dimension lower than the manifold itself.

The tangent lines at this point in the affine patch Z°% =1 are

_ zZ _z?
T=75 » Y=7o
Ks(z,y) = M2 + 23 + ¢? (1.24)
K3(0+sX,0+sY) =s2(AX2 +Y?) + s3X3

For \ # 0 there are two different tangents (1,=+iv/A). Hence the point (0,0) is
a node. For A = 0 we have the previous cusp.
The parametrization of this curve is found with the pencil of lines

()= (@) () 0

y=1tx
but now we solve relative to the slope t. We find

Ks(z,y) =a*(A+z+%) =0 f
r=-A+t) =% |, y=—tQ+t) =% (1.26)

Zm = [+ )~ + 1)

13



The multiple points do not cause any problem, if they admit the same num-
ber of different tangents, because the Riemann surface can be generated by
analytically extending one-value y(z). But if the two or more tangents at a
multiple point coincide, we cannot make the extension! This will appear as a
branch point. The singular points are ”regularized” using blow-ups. This is an
algebraic technique to consider them as points of a larger projective space.

2 THE 2-D PSEUDO-CONFORMAL LAGRANGIAN

The general framework of the two dimensional (2-d) pseudo-conformal field the-
ory (PCFT) will be studied with the simple 2-d conformal action

Iq = fM f“((‘?u\llj)n”(ayxllk)ejk\/ —gd2x

A, 2.1
Juv = guny + gun# y 9= _[det (’I’L?) ’I’Lll)]2 ( )

where U;(x) is a field defined on the (differentiable) manifold M , which takes
values in a vector space with internal metric 6;, generally assumed diagonal
with +1 elements. A basis (¢/0,,,n*0,,) of the tangent space of M is also used.
Its dual basis of the cotangent space (£, dz”,n,dx") is defined via the conditions

(r0,)a(lydx”) =0 ,  (H0u)a(nydx”) =1
(2.2)
(n#0,)s(lydx”) =1 , (n*0,)s(n,dz”) =0

This basis defines a 2-d symmetric tensor g,,,,, which we simply notationally use
in order to proper define the integral.
The field equations are usually derived and found to be

\/%78#(9””\/—9&/‘1’]‘) =0

D (rO, ) (010, V)0 =0, > (nt0, W) (nt0, V)0 = 0

jk J

(2.3)

Notice that if the constant matrix 6, is positive definite we have only the trivial
solution ¥; = const. If the manifold has a boundary, additional relations for
U, (x) at the boundary are yielded.

The action is the Polyakov action and it is compatible with the 2-dimensional
LCR-structure, because it is invariant under the local dyad-Weyl transformation

(0, dz¥,n),dz") = (Aydz”, Nnydz”) , A(z) #0# N(z) (2.4)

Notice that the dyad-Weyl transformation is equivalent to the ordinary Weyl
transformation
9w = AN (2.5)

which will not be the case for action of the 4-dimensional PCFT.

14



A 2-dimensional manifold locally admits a real coordinate system (¢, ) such
that
lde” = Adu = Ad(t —z) , nydz” = Ndv= Nd(t+ x)
(2.6)
Guvdatdz” = 2AN (du)(dv) = 2AN((dt)? — (dz)?)

Notice that in this LCR coordinate system the action is metric independent

Ig = fM é“(@H\I/j)n”(a,,\I/k)ejkf An =

= fM(av\I/j)(au‘l/k)ejkdudv (2'7)

while it is not a topological action.

Hence the question is raised whether we can formulate a 4-dimensional LCR-
structure and write down a compatible action which is metric independent with-
out being topological. I found that it can be done, but we need a better knowl-
edge of the Cartan moving frame formalism, which I have to describe below. 1
will start first with the Newman-Penrose Cartan formulation of general relativ-
ity and after I will proceed to the 4-dimensional lorentzian CR-structure in order
to make clear that the riemannian structure is different from the LCR-structure.

3 CARTAN FORMULATION OF GENERAL
RELATIVITY

The fundamental property of the 2-dimensional Polyakov action (2.7) is its met-
ric independence in the coordinate system of structure coordinates, where the
metric takes the off-diagonal form ds? = ANdudv. Flaherty has observed[12][13],
that if a 4-dimensional metric admits a geodetic and shear-free null tetrad
(€., my,ny,M,), there is a generally complex coordinate system (2%, z")

a, B = 0,1, such that the 4-dimensional metric takes the off-diagonal form

ds? = gaﬁdzadza
(3.1)
Guv = Luny +nul, — mym, —m,m,

The moving frames of E. Cartan[20] is the convenient framework to study
these notions and the LCR-structure formalism. In fact the Newman-Penrose
formalism[6] in general relativity is just the Cartan formalism adapted to a null
tetrad. Therefore we will describe Einstein’s gravity in this formalism in order
to better understand its relation with the LCR-structure.

Every coordinate system z* defines a frame 0d,, in the tangent space and da*
in the cotangent space, which satisfy the following relations

O D) =0, Bjuda” =3,

aMJ(d;UV A d:)c/’) = (Sdep — 5Zd$z/ (3.2)

A moving frame e#0, of the tangent space of a smooth manifold (spacetime)
satisfies the general commutation relations

15



[(€40,.) , (e} )] = cap ? (€4p)
(3.3)
Cabd+cbad:0

cp @ generally depend on z. If ¢, ¢ are constants, the manifold has a group

structure and the corresponding vectors of the moving frame of the group man-
ifold correspond to the generators of its Lie algebra. Its dual frame in the
cotangent space is e’ := e’ dz”, defined by the relations

(kD) a(ebda”) = ettel (8, ada”) = eliel by = eltel = & (3.4)
Then, they satisfy the relations
de“—|—w“b/\eb =0
wabd: na%wcb = 7(A(jiba (35)
Cop =W b#eg —w aueg
The curvature of the manifold and the Bianchi identities are
QY = dw? + w?, Aw, (3.6)

0%, + Q9 A QS =0

In the context of Cartan, the curvature measures how much the manifold differs
from a group (of the same dimension) after its osculation with the precise group.
The Newman-Penrose (NP-) formalism makes the following identifications

0 nwo_—. s 1 no_—. s 0 nwo_—. N 1 H—. = w

eﬁdx =:{,dx ,“eudaz =:mydx ; e,drt =: nudzj , e dxt =mydy
) e . Pl . m

€gOu =ty , ey 0y = —m"0,, , €50y =: 110y , €50, = —mH0),

peb — sb B — SH
eaeu_(Sa ’ eaeu_(su

(3.7)
and the metric has the form

— a,b v _ ab v
guu—nabeueu ) gH =1 eaueb

3.8
—_— 77ab _ 0 UMY P 1 0 (3.8)
ab 77&5 0 » ap 0 -1

The first latin indices a,b,... have been accommodated to the LCR-structure
definition, which will be presented in the next section. They take the values
(0,1;0,1).

In the Cartan-NP-formalism, the Cartan connection is denoted with a large
number of symbols, which turn out to be very useful. We precisely have the
following definition[6] of the NP-coefficients
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(40,0, n¥0,] = —(y + T, — (€ +EInPD, + (T + m)mPD, + (1 + )M’ 0,
(10, m¥0,] = (T — @ — B)PO, — knPO, + (p + € — E)mPO, + om’ 0,
[0, , m¥0,] =TP0, + (@ + B — T)nPd, + (v — 7 — p)mP0, — Ain”0,
[

M, , md,) = (4~ ), + (p— P)nrd, + (B — a)m?d, + (@ — B)mrd,

(3.9)
which is equivalent to
dl=—(+e)lAn+(a+B-TWAm+ (@+p—71)ANm—
—FEnAm—knAm+ (p—p)mAm B
dn=—-(y+)An+vlAm+T AT+ (T —a—B)n Am+ (3.10)

+HT—a—BnAm+ (p—pmam
dm=—(t+7T)An+ (y—=F+m)lAm+MANT+
+e——pnAm—onAm+ (B—a)mAm

The following direct definitions of the NP-coefficients will be computationally
very useful

nom) + (bmon) — (nmol) — 2(mmom,)]
nom) + (bmon) — (nmol) — 2(mmadm))
nmdm) — (nmom) — (mmon) + 2(fndn)]
mom) — (fmom) — (mmol) + 2(¢ndl)]

=
NIRRT
i S ([ I
===

(= —L[(mmon) + (nmdm) + (nmom)] (3.11)
m = 5[(tndm) — (nmdl) — (fmdn)] |

p = 2[(tmdm) + (tmdm) — (mmol)

7 = 3[(nmde) + (¢man) + ((ndm)]

k= ((mdl) | o= ((mdm)

v=—(nmon) , \=—(nmom)

where the symbols (...) are constructed according to the rule of the following
example (fmon) = ((Fm” — £*m*)(9,n,). In the NP-formalism the ten real
quantities of the Weyl tensor C),,,» are represented with the following five com-
plex scalars

Vo = —Cluvpettm?Pm® | WUy = —Cuypottn?Pm?
Yy = —Cluvpsltm'mPn? | V3= —Clpettn"mPn’ (3.12)
Yy = —Clypentm’n’m?

In general relativity, the fundamental quantity is the metric tensor. There-
fore the use of a moving frame generates a local SO(1, 3) symmetry of moving
frames. In the NP-formalism this symmetry is fragmented (as everything) into
the following subgroups

(I) : rotations which leave £ invariant

(IT) : rotations which leave n invariant

(III) : rotations in the (m,m) — plane,
which leave ¢ and n invariant

(3.13)
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These rotations imply the following transformations of the null tetrad

(I): =L, 0 =n+am+am+aal, m =m+al
(I): ' =n, ¢! =14+bm+bm+bbn, m" =m+bn (3.14)
(II1): ¢ =AY, n' = An, m/ = €e'*m

where a,b are complex functions, A is a real function and ¢ is a real angle
function.

The NP-formalism has a very large number of symbols, but it is really very
effective, because it singles out the geodetic and shear-free properties of the null
tetrad. The geodetic and shear-free null tetrad satisfies the relations Kk = 0 =
0 = v = A, which are the fundamental equations of the 4-dimensional LCR-
structure. Notice that the null tetrad, which satisfies these conditions, has the
basic property of the Frobenius theorem

[(F0,, , m’9,] = (T —a — P)rd, + (p+ & —€)mro,

(40, , M0, = (a + B —F)nPd, + (7 — v — {9, (3.15)

The corresponding cotangent basis satisfies the equivalent relations

dl=[c+e)n—(a+B—T)m—(@+B—7)m A+ (p—p)m AT
dm=[y-F+pl+(e—-—pn+@—-0F)mAm—(T+7T)An

dn=[-(v+)+(a+B8—m)m+(@+pB—-—T)m An+ (u—F)mA™
dm=[F—-v+pl+E—-ec—pn+(a—F)m|Am—(T+n)lAn
(3.16)

These conditions permit the application of the holomorphic Frobenius theorem.
For that we trivially complexify the coordinates x* and apply the theorem to
the two independent pairs (¢,m) and (n,m), viewed as holomorphic vector fields
on the ambient complex manifold. The holomorphic Frobenius theorem states
that there are four independent complex functions (z%, za)7 a =0, 1, such
that

dz* = f§ Ludat + ff mydat, dz® = fE n,dat + fE mydet
(3.17)
0="0ndz, m=madz* : n=nzdz®, m=mgdz®

When we return back to the real spacetime the metric takes the off-diagonal
form

Guvdatdz” = 2(lang — mamg)dz“dzg (3.18)

Recall that it is exactly this property, that we are looking to transfer to four
dimensions.

Einstein’s idea was to consider the lorentzian metric g, as the fundamental
quantity of gravitation and the Newton potential and equations of motion are
derived. The basic principle of pseudo-conformal field theory is to consider the
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LCR-tetrad as the fundamental quantity from which electromagnetism, gravi-
tation and weak interactions are derived. The particles are the wavefront singu-
larities of the distributional solutions, which appear when we return back from
the ambient complex manifold down to the real spacetime.

I think it is time to make some fundamental differences between the Cartan
formalism (based on moving frames) than the metric of riemannian geometry.
The moving frame is generally assumed linear independent. It implies the rie-
mannian geometry by assuming it orthonormal. In order to measure a length,
we have to impose the precise symmetric matrix n,;, that defines (through the
tetrad) the metric. The local Lorentz group SO(1,3) of Cartan is implied by
the matrix n,, and it is valid for all spacetimes, flat or curved either. The
LCR-structure by its definition kK = ¢ = 0 = v = A, breaks the Cartan local
symmetry SO(1, 3), but it respects the general diffeomorphism group.

3.1 Goldberg-Sachs and Kerr’s theorems

The Goldberg-Sachs theorem states that if ¢ is geodetic and shear-free null
vector, the corresponding Weyl scalar ¥y vanishes. Notice that the inverse is
not true. We will apply this theorem for metrics which admit two geodetic
and shear-free null congruences. That is, a geodetic and shear-free null tetrad.
Hence starting from a general regular tetrad with non-vanishing Weyl scalars,
we can make class I and II rotations such that

Ul = Uy + 460 + 662Uy + 4033 + b4y, = 0

L=y +4a¥s + 6@V, + 433V, + @ty =0 (3.19)

Notice that these two equations are projectively equivalent, because if the first
has a solution b, then i is solution of the second one. Hence at every point,
the maximum number of roots can be four. This implies a limit of geodetic and
shear-free null tetrads, which are compatible with a metric. We will use this
limited number of projective solutions to restrict the number of the fermionic
elementary particle generations (families).

If the metric is (conformally) flat, no restriction on the number of compatible
LCR-structures is implied but the Kerr theorem permits an algebraic compu-
tation of these LCR-structures. Let us consider the trivial null tetrad of the

Minkowski metric

(3.20)
u=t—z , u=t+z , (=z+1iy
All its NP spin coeflicients vanish. After a class I and IT rotations (3.14) we find
the PDEs
8Ea—a6',,a:0 , Owa—adea =0
(3.21)
9zb—b0,b=0 , 0Oyb—bIcb=0
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The two pairs of PDEs are similar, therefore we will describe Kerr’s solution for
the first pair and apply it to the second one too. The first pair may be viewed
as the integrability problem of the following PDEs

(O —aly)X =0 , (O —ad)X =0 (3.22)

which admits solutions if

(9= — ad,), (D — ad;)] = A(D= — ad,) + B(D, — ady) (3.23)

A straightforward calculation implies that it is valid if a satisfies the initial PDEs
(3.21). For such an a the system (3.22) admits the two solutions X; = v + a(
and Xo = ( 4+ au. Hence a satisfies the initial PDEs if it is a root of a general
analytic function

Ki(a,v+al,( +au) =0 (3.24)

which I will generally call Kerr function. By complete analogy, the general
solution of the second pair is a root of an analytic function

Ka(b,u+bC, ¢+ bv) =0 (3.25)

Penrose saw the Kerr function as defining a hypersurface of C'P(3) and
introduced his twistor program. PCFT needs two geodetic and shear-free null
congruences, therefore we will need two points lying in a reducible or irreducible
hypersurface of CP(3). The first point will provide a solution of the first pair
and the second point of the second pair of the four PDEs (3.14). Besides in
PCFT the emergence of a surface of C'P(3) occurs even in the cased of curved
LCR~manifolds.

3.2 Spinorial formalism of general relativity

The indices of a 2-dimensional spinor )\A;A = 0,1 are lowered and raised as
follows|[28]

)\A = GAB)\B 5 >\C = )\BGBC
Mey=MPepa=-2p” . Ma=0

0 1 1 0
EAB:GABZ(_l 0) ) €§:€AC€BC=(O 1)

A spinor dyad is a basis of two dimensional spinors MiiA =0, 1;7=1,2
such that

(3.26)

M2 = \BINAZep =1 = — A2 (3.27)

One can find that this normalization is invariant under the transformation with
any element S of the unimodular group SL(2,C), which is implied by
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)\/Bl>\/A2€BA — SBcV)\CISADAD2€BA — )\Cl)\D2€CD7 v)\B17 )\AQ
(3.28)
SB. .S €epa = €cp

In two dimensions SL(2, C) has the two non-equivalent representations S, and
N
S D = S D’

Because of the homomorphism between SL(2,C) and the (orthochronous)
Lorentz group, we may use the 4-dimensional basis of 2 x 2 hermitian matrices

0 10 . 0 1
A=\ 0 1) 4B~ 1 0

2 0 — 3 1 0
- ; , Oarg =
0 0 0 -1 (3.29)
' ! 'B' _AB
77#” OZ?AUEBZZGABG ) nMVU:'Aa%’B:26A’B/€AB

A'A _B'B
€A’B’€EAB UM O'V

=21,
<Al
to construct a vector field €% = 0%, , A" A%, This can be extended to the
. <A1
curved spacetime by simply considering &" = eto9%, 4 A A2
malism is very useful, because any null vector k* takes the

. The spinor for-

k= elot, NN kR g, =0 (3.30)

and a null tetrad has the form

%4 PN 2/\‘427 mt = %ea“af%q PR
(3.31)

relative to a spinor dyad A These forms permit[28] to write all the tensors

of general relativity with world indices into formally equivalent tensors with

spinorial indices.

Al
= Leray, NN e

_ 1
V2 - »°

4 DEFINITION OF 4-D LORENTZIAN CR-
STRUCTURE

The four dimensional lorentzian CR-structure is defined as a frame with two
real and one complex vector fields (¢#0,,, m*0,,;;n*0,, m"0,) on a smooth four
dimensional manifold, which satisfy the commutation relations

(0149, , m*9,] = h2rd, + hlmeo),

4.1
[n"8, , m”d,] = hdnd, + him*d, (4.1)

In the terminology of integrable systems, they are usually called Lax pairs. This
definition is equivalent with the existence of a coframe (¢, dz*, mj,dz*; ) dx#, m’ ,dz*)
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of two real and one complex 1-forms determined via the non-vanishing duality
relations

(10,,) s(ny,dx”) = (n"0y,) (€, dx”) = 1
(m#*0,)s(m/dx?) = (m*0y)s(m),dz”) = —1

(4.2)
(0, dx") A (mldz¥) A (nl,dx”) A (m/,dz”) # 0
The other contractions vanish. The implied relations are
(rm? —mH)(9,l,) =0 ,  (Fm” —'mH)(0,m),) =0
o (4.3)
(n*m” —n*m*)(0,n,) =0 , (ntm” —n'm")(0,m',) =0
which are equivalent to
dﬁl = Zl A f’ + Z'<I>1m' /\W
dm’ = Zz Am' + O30 An’
(4.4)

dn' = Zy An' +i®om’ Am/
dm/ = Zs Am/ + O30 An/

where Z1, Z5 are real 1-forms, Z3 a complex 1-form, ®1, ®5 two real scalars and
®3 a complex scalar.

The reader familiar with general relativity must be careful. The present
tetrad of vectors (a basis of the tangent space of the manifold) and the corre-
sponding tetrad of 1-forms (a basis of the cotangent space of the manifold) are
not orthonormal, because simply we have not yet assumed any ”metric” in the
tangent and cotangent vector spaces. This first notion of linearly independent
"moving” frame was introduced by Elie Cartan and it is well understood in his
formalism. Therefore, I will remove the primes on the 1-forms. General relativ-
ity (Einstein’s riemannian geometry) is based on the introduction of the metric
structure 7., in the cotangent space. Instead, I introduce the above structure,
which I call lorentzian CR-structure (LCR-structure). The ambition of PCFT is
to derive the dynamics of the leptonic sector from these conditions. Notice that
it coincides with the geodetic and shear-free conditions on the ¢#9, and n*d,
null congruences of general relativity. We will also see that the differences of
manifolds (LCR-manifolds and lorentzian riemannian manifolds) endowed with
these two fundamental structures are essential.

The LCR-structure is not invariant under the internal local SO(1, 3) sym-
metry of Einstein’s riemannian geometry. Instead it admits the transformation

% =N, , UFr= %é“

n:t =Nn, , nt= %n“ (4.5)
[ e 1o op

m, = Mm, , m"= 7m

which I call tetrad-Weyl transformation, because the non-vanishing Weyl factors
are applied to the LCR-tetrad (not all the tetrads), than to the metric tensor as
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it is the case of the ordinary Weyl transformation. The auxiliary fields transform
as follows
Zlﬂ—Zm—&—B A, 75, =2y +0,InN, Z3, =Z3,+0,InM

) = Ay, B} = J‘F@Q , Py = 1 Ps

(4.6)

Notice that if ®;, Py and ®3 do not vanish, we can always make a tetrad-Weyl
transformation which fixes them to 1. That is these scalar constants take the
values either zero or one. They act as topological invariants, which may stabilize
solitonic configurations. Also notice that

Fi=dZ, , Fo=d7, , Fy=dZ, (4.7)

are LCR invariant.

It is evident that the abelian gauge fields Z1, Z5 and Z3 are defined up to a
term proportional to £,,n, and m, respectively. Using the NP-coefficients they
take the form

Ly = (61 +M+ﬁ)€u + (5"'?)”# —(a+p _ﬂmﬂ_

—(@+p—1)myu
ZQM:_(7+7)£N+(92_p_ﬁ)nu_(ﬂ-_a_ﬁ)mu_

(7 —a - Bym, (4.8)
Zyy=(y =4+l + (€ —E—p)ny — (03 +7 —T)my,—

—(B—a)my, _
Q=L | Oy=HE | D=—(74+7)

with the functions 6; , 05 , 63 & priori arbitrary. These arbitrary terms may be
fixed, using the following transformations of the NP-coefficients

~

= fap MMAN(z |y 4 L5 A,

a = M. NM?
6/:iﬂ+%(7+w) —MHAM
'y’:Av-F%MAAN(N 1)+ 4 AlnN21\2/[
DG o

W= g+ )+ g (= o Aln(]‘“‘f) (4.9)
ﬂzﬁ@+m+m—(—ﬂ—ﬁDMMM>
ﬂ':%(ﬂ'—FT)"‘ﬁ( T) 4+ ﬁgln(AN)

T = sin (T +7) + 5 (1 =) — 570 In(AN)

K’Zﬁl’i , U/:M%

V/:%V , )\/:%)\

under a tetrad-Weyl transformation. In the generic case of non-vanishing rela-
tive invariants, the transformations are satisfied if the additional terms are

01 =ntd,In =L | Oy =(r9,In =L | g3 =m'O,In(—7 —7) (4.10)

In brief, the LCR-structure is the fundamental geometric structure and it is
the origin of the Newman “magic recesses” ([27]). The purpose of the present
Research eBook is to show how all the interactions and quantum theory itself
emerge.



4.1 LCR-structure coordinates

The LCR-structure conditions are simply the necessary hypothesis to apply
the holomorphic Frobenius theorem, without the existence of a precise metric
structure. The holomorphic version of the theorem is imposed by the complex
nature of one vector (m) of the pair. The application of this theorem implies
the existence of a generally complex coordinate system (2%,2%) : a,8 = 0,1,
such that

dz* = f§' Ludat + [ mydat Az = f&ndat + fE my,dat
(4.11)
0="0ndz® , m=madz®* , n=nzdz®, m=mgdz*

where (¢, m) and (n,m) are the pairs of the cotangent tetrad after the necessary
complexification of the coordinates z* to r* = x# +iy". By construction, the
coordinate functions (2(r), 2% (1)) determine a holomorphic transformation in
a patch of C* outside the real surface Im(r) = 0, which is the LCR-manifold
M, viewed as a real submanifold of the ambient complex manifold[1]. When

we return in M, the generally complex functions (2®(x), 2”(2))|» may become
generalized functions with singular support at the points where they are not
real analytic. These are the points z, where (2%(x),2”(z)) is not analytic in
both sides of the real surface. Or vice-versa, at the singular points on the real
surface, the structure coordinates (z%(x),2”(z)) can be analytically extended
towards the one side of the real surface, but not in the other.

After the Lewy remark, that a typical partial differential equation (PDE)
of CR-structures does not have non-constant solution, the mathematicians con-
sider the possibility of non-existence of CR~structure coordinates. We will not
consider such non-realizable LCR~structures.

The fact that the £ and n are real and m is complex implies the following
conditions of (2%(x), 2°(z)) |,

dz° Ndz' Nd2O AN dzt =0
dz0 N dzt AdzO A dzt =
dz° Adz' ANd2O N d2t =0 (4.12)

A0 Adzt Ad2O Adzt #£0

that is, there are two real functions p;; , pyy and a complex one p;,, such that

p11(2%,2%) =0, pyy (Zio‘a Za) =0, po(2?, Za) =0

, , (4.13)
o £ O0# 22

These functions are defined up to non-vanishing factors. According to the con-
ventional terminology, the manifold is locally (in every patch of a covering atlas)
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a totally real submanifold of C*. Notice that the defining functions do not de-
pend on all the structure coordinates. The precise dependence of the defining
functions on the structure coordinates characterizes the LCR-structure from
the general definition of a totally real submanifold of C*. The four functions
2b = (2%, 2%), @ = 0, 1 are the structure coordinates of the LCR-structure
in the corresponding coordinate chart. The holomorphic transformations in the
intersection of the charts (of the LCR-atlas), which preserve the LCR-structure,

are

do=fo(P) L A = () (4.14)

which will be called LCR-transformations. I point out that the general holo-
morphic transformations 2’ = f?(2°) do not preserve the LCR-structure! In
a neighborhood of a point p, a LCR-transformation can simplify[1] a smooth
structure to the form

ImZO = ¢11(;7Z17Rezo) ’ ImZO = ¢22(ZT7Z17R620) ’ Zl _ZT = ¢12(ZT’ ZO)

$11(P) = b2a(p) = 12(p) =0, dd11(p) = dday(p) = dg12(p) =0

(4.15)
and the corresponding coordinates are called regular LCR-coordinates in the
neighborhood of the point p. The LCR-transformations cannot completely re-
move (annihilate) the real analytic functions ¢;;. But, in the neighborhood of a
real analytic point p, an ordinary holomorphic transformation z"* = f(2¢) can
remove these functions. That is, in the neighborhood of a real analytic point p, a
holomorphic transformation makes a real analytic LCR-structure equivalent to
the degenerate totally real CR-structure, which cannot be generally done with
a LCR-transformation. Hence at points p with a real analytic neighborhood,
there are general complex coordinates 7°, b = 0, 1,2, 3, such that r* — 7t = 0.
From this mathematical subtlety we conclude that the structure coordinates
are singular generalized functions z%(z’) on M, which satisfy the compatible
conditions

K"@Hzﬁ =0 , m“@uzﬁ =0

> 4.16
ntd,zf =0 |, W',z =0 ( )

The inverse procedure to find a tetrad (¢ , n, m , m) from the defining
LCR-structure conditions (4.13) is straightforward. It is convenient to use the
notation &' f = ngu dz® and 8" f = i—édzo‘. Because of dp;; = 0 imd the special
dependence of each function on the structure coordinates (zo‘, zo‘), we find

t=2i0py; = _2i§P11 =2i0'py; =i(0' - WMM

n = 2i0pyy = —2i0pyy iQi@’EQ =4(9" - 9")pas o o

my = 200225012 = _2jgLuedPiz = (9 — 0)L2tPe = (9 + 9" — 9 — ) LtP

my = 21022012 = 29l — (9 — 9)Pi_Liz = (9 + 9" — D' — a//()%sﬂm
4.17
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where we consider all these differential 1-forms restricted on the defined sub-
manifold, therefore they are real. The relations become simpler, if we use the
complex 1-form

m = my +img = 2i0p;; = —2i0p;5 = i1(0 — 0)p13
_ . . = ) = (4.18)
m=my — imy = 2i0p,5 = —2i0p1, = (0 — 9)pyy

This tetrad of M is apparently defined up to a tetrad-Weyl transformation
implied by the ambiguity of p,; with non-vanishing factors.

4.2 Examples of LCR-structures

The light-cone coordinates is the simplest example of LCR-structure in R*. The
LCR-tetrad and the corresponding structure coordinates are

(=da® —dx® , m=dat+idz? |, n=daz"+ds?

=20 —23 | Zl=a2l4iz? |, 22=20423 |, 2=zl —ix?

CAMAN AT =4idx® Adxt Adx? Adx® #£0 Vot € R*

(4.19)

I point out that the differential forms are coordinate independent structures.
At the intersection of two charts, they have two equivalent expressions derived
the one from the other according to the coordinate transformations. In order
to compare two forms, we have to write them in the same coordinate chart.
We will now compare the above degenerate LCR-structure with the following
spherical light-cone LCR-structure

0 =da® — dr = da® — 7( Ydat + 22da? + 23da?)

m/ = d(tan §e¥) = drm;:“fn = T(zglﬂ)z [(r (x +7r)— (x +ix?)xl)dzt +
Jr(zr(x +7r) — (ot +zx Da?)dz? — (2! + iz?) (23 + r)dad)

n' = da® + dr = da® + L(z'da! + 2?da? +x3d:17) -

V=20 —r | = %jﬁf L =204y 2= x;;jfz

OAm AR AT = dz® Adzt Adz? Ada® #£0, Vot e RT—{R_}

(4.20)
The tetrad is singular at 3 +r = 0, that is the negative z-axis {z! = 0 =
22, 2% < 0}. These singularities are not removable, that is, they are not ab-
sorbed by a singular tetrad-Weyl transformation. Hence we conclude that the
above light-cone LCR-structures are not equivalent. One can easily see that by

simply noticing that the relation

= G

3 1_ .2 3 1,2 7
dZ/O — 932-11:7‘d20 _ =z ;;:v le + 7‘57?: dZO _ =z —Qi-;w le (421)

is not LCR compatible.
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Let us now consider the ”Schwartzschild” LCR-tetrad

lydat = (r —2M)dt —rdr , nyuda? = (r —2M)dt + rdr
mydzt = df + isin Odp
(4.22)
CAmAn AT =4ir(r —2M)sin@dt Adr ANdf A dp #0
r#0 , r#2M , sinf#0

where the relations of the coordinates (¢,7, 0, ) with the cartesian coordinates
is not straightforward. Its structure coordinates are

—aM ;
zozt—r—2M1n¥ , zl=¢"tan?

. g - 4.23
D=ttrtoMm =2 T = e tan (4.23)

where rg is a normalization. All the previous LCR-structures are degenerate (=
all its relative invariants ®1,®5, ® vanish), but apparently they are not LCR-
equivalent.

The symmetric ”Kerr-Newman” LCR-tetrad is

Lydat = Adt — nqidr — aA sin? Odyp

nyde? = Adt + nndr — aA sin? dy

my,dz* = iasin@dt — p*df — i(r? + a?) sinfdyp
CAMARAT =4’ P Asin@dt Adr Adf Ade # 0
A=7r2-2Mr+a*>+¢*#0 , n:i=r+iacos@#0 , sinf#0

(4.24)
Its structure coordinates are
20 =t— fo(r) +iacos —ia , z'=ePe N1 tanl
20 =t+ folr) —iacosO+ia , z'=e Weiai(r) tang (4.25)

fo(r) = frz%Aazdr . filr) = f%dr

The relative invariants of this LCR-structure do not vanish, and they are pro-
portional to a.
The ”Taub-NUT” LCR-tetrad is

Cudat = fdt — (r? +1%)dr + 4lf sin® § dop

nydat = fdt + (r* +12)dr + 4if sin® & dy

mydet = df + isin Odp (4.26)
CAmAn AT =4if(r? +1?)sin0dt Ndr ANdO Adp #0
f=r?—2Mr—12#0 , sinf#0, 7

which is singular at f = 0. This LCR-structure has the relative invariants
®y # 0 # &3 and & = 0. The structure coordinates are

20 =t—r' —dilln(cos §) , z'=e“tan$

O =t 40 — 4l In(cos §) 2l = emi® tan & (4.27)
_rd

r = fTT
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Considering the following LCR-structure preserving transformations

0 ct—r! . 1
c20 0 it 0 1 _ iy 0 _ w
i%Zy =In(cos e @ ) =lnw’ , z' =e¥tang =5
(4.28)
0 4! ~ = . 1
cz” e 0 1 _ —ip 0 _ w
igr =In(cosge! ) =Inw’ , 2z =e ¥tang =15

the new variables w® satisfy the embedding functions
Tyl = (4.29)

which are equivalent to the natural LCR-structure of U(2), which we derive
below.
We now consider the group manifold U(1) x SU(2)[= S* x $3] with generators

10 0 1
0 _ 1 _
”‘01)’“‘(10)

0 —1 1 0
2 _ 3_
= o ) , 0= ( 0 —1 ) (4.30)

[0, 0]=0 , [o°, of]= 22'6”-;@0’“

Its ordinary parametrization

U — eir [ COSP +isinpcosf —isinpsinf e
o —isinpsinf e  cosp — isinpcosf (4.31)
7€ (0,2r) , pel0,2r) , 0€l0,7] , ¢e]l0,2m)

The 1-forms of its left invariant generators e} = e ,dz* (a basis of the cotangent
space) defined by the relation UTdU = ie¢ o, = i(e20 — et %), implies

0
ey =dr
et = sinf cos pdp + sin p(sin psin ¢ + cos p cos 0 cos p)df—

— sin psin f(sin p cos 6 cos ¢ + cos p sin ¢)dy

= sin 6 sin ¢dp — sin p(cos p cos O sin p + sin p cos p)df—
— sin psin f(sin p cos O sin ¢ — cos p cos @)dy

= — cos Odp + sin p cos psin 8df — sin? psin? Ody

(4.32)

(9]
=~

9]
~w

The corresponding LCR-tetrad and the U(2) group LCR-structure equations
take the following appropriate form

w:U_ldU::i<7i TZ) , dwt+wAw=0
(4.33)

d=imAm , dn=—-imAm , dn=i(l—n)Am
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The LCR-structure coordinates are
w® = (cosp+isinpcosf)e’™ | w! =sinpsind e'¥e

w® = (cosp —isinpcosf)e™ | w! =sinpsing e e

. (4.34)
which satisfy the embedding relations (4.29) of the Taub-NUT LCR-structure
into the ambient complex manifold.

5 THE 4-D PSEUDO-CONFORMAL LAGRANGIANS

We saw that the 4-dimensional spacetime metrics cannot generally take an off-
diagonal form analogous to the 2-dimensional metrics. Only metrics, which
admit two geodetic and shear-free null congruences ¢#0,, n*d, can take this
form _ B

ds? = ZQQdeo‘dzﬁ , a,8=0,1 (5.1)

where the LCR-structure coordinates 2° = (2%(x), zg(x)) are generally complex
functions. In this case we can write down the following metric independent
Yang-Mills-like integral

I = [ % VT o = [ 5 B
(5.2)
Fjo, = 0aAjo — daAjo — 7 fiik Aia Arb

which depends on the LCR-structure coordinates (2%(z),2”(x)), and it does
not depend on the metric. This property is completely analogous to that of
Polyakov action. This integral is apparently complex, because the structure
coordinates are complex. Therefore the real spacetime action must be either its
real or imaginary part. The restriction on the metrics which admit two geodetic
and shear-free congruences, should not physically bother us, because the black-
holes have this property. On the contrary, it is rather encouraging, because it
provides an argument why all the observed spacetimes are Schwartzschild type.

The integral (5.2) is complex and not generally covariant. It is written in the
LCR-structure (chiral) coordinates (where the metric independence appears) in
order to clarify how the metric independence of the Polyakov action triggered
the search, discovery and study of the dynamical content of the 4-dimentional
PCFT.

The fact that the structure coordinates are generally complex implies that
the original metric independent form (5.2) is complex, while the final action must
be real. In order to make things clear, I will start from the LCR compatible
gauge connection and its curvature

(Da)ij = 0a0ij — VfikjAka » (Dglij = 0504 — v injAyz
Fiap = 0aAig — OgAia — VfikjAjaArs » Figp = 0aAz — 05Aic — VfinsAjadyp
(5.3)
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in structure coordinates. The gauge invariant and metric independent 4-form is

FAF = (3Fapdz™ A d2P) A (%Fiaédza A dzB) = Fo1 Fgydz" A dz' A d20 A d21

(5.4)
Using the identity
ot =, + nte, — mim, —mtm,
N - - (5.5)
65 =n%g —m *mg 5% = {"ng — mmr
in structure coordinates, the complexified 4-form becomes
FAF =0AmAnAmm? Fi,)(nPme F ) (5.6)

When we return back to the real spacetime, it becomes the complex 4-form

(F A F)|s = £ Am An AT(0mY Fip, ) (0P Fipo)
CAMANAT =d%/—gi

g = det(g,,,) = det(n,,)[det(ef)]* = [det(e?)]? (5.7)
0 0 1 0
o 0 0o -1
Tab=11 0 0 o0
0 -1 0 0

Hence we may assume as gauge field action either its real or its imaginary part
Ig = [d*c\/=gi{(t*m" F;,,)(n"M° F;pp) — (MM Fp) (nPm° Fpe ) }
I; = [d%/=g{(t*m" F;.,)(nPMC Fipe) + (4" Fyp ) (nPm° Fypo ) } (5.8)
Fjuw = 0, A5, — 00 A5, — v fijinAipn A

Both actions are apparently invariant under the tetrad-Weyl transformation.
Notice that only the null self-dual 2-forms appear in the actions. The non-null
self-dual component does not appear in the action, because simply it is not
multiplicatively transformed relative to the tetrad-Weyl transformation.

In fact these two actions are strongly related. The appearing gauge field
tensors Fj,, are each other duals, because tmYl and nlPm?! are self-duals
(relative to their corresponding metric). One of these two actions will be the
starting point for the emergence of chromodynamics in the context of PCFT.

We saw that the existence of a globally defined LCR-structure is the new
(fundamental) mathematical notion, which corresponds to the metric structure
of general relativity. In two dimensions all the smooth manifolds are LCR-
manifolds, therefore in the Polyakov functional integral we simply integrate
over all 2-dimensional manifolds. But in four dimensions we have to consider
only the LCR-manifolds. The simple way to impose this restriction is to use
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the Lagrange multiplier technique to add the following action term with the
integrability conditions (4.3) on the tetrad

Ic = [ d% /=g{do(tFm” — £"m") (D0, )+
+¢1 (FmY — £2mH)(Oumy) + ¢g(ntm” — nm*) (Oun., )+ (5.9)
+o7(n*m” — nvm*)(0,m,) + c.conj.}

These Lagrange multipliers make the complete action I = Ig) + Ic self-
consistent and the usual quantization techniques may be applied. The action
is formally renormalizable, because it is dimensionless and metric independent.
The path-integral quantization of PCFT is also formulated as functional sum-
mation of open and closed 4-dimensional LCR-manifolds in complete analogy
to the summation of 2-dimensional surfaces in string theory (cobordism pro-
cedure). These transition amplitudes of a quantum theory of LCR-manifolds
provide (in principle) the self-consistent algorithms for the computation of the
physical quantities.

The field equations are formally derived as usual. The gauge field equations
are completely different to the ordinary gauge field equations, giving the pos-
sibility to find distributional solitonic configurations, which could be identified
with the quarks. The impressing feature of the action is the decoupling of the
LCR-structure conditions (4.3) from the gauge field equations, which provides
the basis of the observed correspondence of the leptonic solitons with the quarks!

6 FIELD EQUATIONS AND INTEGRABILITY
CONDITIONS

Variation of the action I; with respect to the gauge field A;, gives the field

equations
D, {v/—=g[(tFrm¥ — t/m*)(nPT° Fjpe) + (nPY — n"mt)(Pm° Fjpe )+

+(Fm” — 'mt) (nPm Fj o) + (nfm?” — n’mH)(0Pm° Fjpe )|} = 0
(6.1)
where D,, = 040, + v fejiAru is the gauge symmetry covariant derivative and
~ the coupling constant. Multiplying with the null tetrad, these equations take
the form

D, (FIEy) + 7 D,y (6mEy) + (GRE,)[(V,m#) + (nmde)]+
H(emE,)[(V,m) + (nmdt)] = 0

m#D,,(nmF;) +m* D, (nmF;) + (nmF;)[(V,mH") + (¢mon)]+

+(nmF;)[(V,mt) + (tmon)] = 0 (6.2)

04Dy(nm ) + n D, (bmFy) + (nmFy)[(V,04) + (6mdm) 4
HEmE) (V) + (nimdm)] = 0
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Variation of the action with respect to the Lagrange multipliers ¢, ¢, ¢g, ¢7
imply the complex structure integrability conditions on the tetrad (4.3). Vari-
ation of the action with respect to the tetrad gives PDEs on the Lagrange
multipliers. In order to preserve the relations between the covariant and con-
travarient forms of the tetrad we will use the identities

Jet = eM[—nHdly — (Hony + m*dmy + mHomy]
(6.3)
5v/—g = /—g[n*dly + P dny — mromy — m Sy

_ R— o
=mn, , e, = m,). Variation

where we denote (e), = {,, , e, = m,) and (e

with respect to £, gives the PDEs

0
w

20 (nmFy)(nmF;) + m (InEF;)(nmFj) + m*(InFy) (nmF;) =
= =V, [po(trm* — 2mM)] =V, [p (W — 2mH)] —
—0* [y (nmol) + @(nmaﬁ)} —m?* [y (Indl) + ¢1(bndm)] —
—* [ (ndl) + ¢y (tnom)|

(6.4)

which take the tetrad form

b6 + 70,80 + 0o [(Vum) + (Emdn) — (nmdl)|+
+¢o[(V,mH) + (fmon) — (nmdl)] + 2(nmF;)(nimF;) = 0 65)
0400 + Gol(V,0") + (emdm) + (ende)] + b, (bndm)+ '

Variation with respect to n) gives the PDEs
2n/\(£mFJ)(€ij) — mA(EnF])(KmFJ) — m)‘(EnF])(ZmF]) =
= -V, [¢5(n'm* —n*mH)| =V, [d5(n*m> — nP*mH)] —
—n? [¢5(emon) + ¢g(¢mdn)| + m* [¢5((ndn) + ¢7(tndm)| +
+m* [¢5(Indl) + ¢7(fndm)]

(6.6)
which take the tetrad form
m" 0, ¢ + mr 0, g0 + ¢ol(Vum*) + (¢mdn) — (nmdl)]+
+¢o[(V ) + (fmon) — (Wmdl)] + 2(nmF;)(nmF;) =0
(6.7)

049,60 + 6o[(V,u%) + (mdTR) + ((nd0)] + 6y (¢ndm)+
Variation with respect to m) gives the PDEs
E)‘(mmF])(anj) —+ n*(mmFJ)(éij) — Qm)‘(ﬁij)(an]) =
= =V, [¢1(tFm> — 2mP)] = V,, [¢7(nFm> — nPmH)] —
— 0 [ (ML) + ¢y (mmdm)] — n* [¢g(mmon) + b7 (mmom)] +

+m* [¢,(¢mOm) + g7 (nmom)]
(6.8)
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which take the tetrad form

m*0,07 + ¢7[(V,um*) + (nmdl) — (mmdm)] — ¢g(mmon)—
—(fmFj)(mmkFj;) =0

mtO, ¢y + 1 [(V,m*) + (kmdn) — (mmom)] — ¢o(mmol)—
—(anj)(mij) =0

0,01 + nt0,¢7 + ¢1[(V 00 + (bmdm) — (mdm)]+
+¢7[(Vn*) + (nmom) — (nmdm)| — 2(mF;)(nmF;) = 0

In order to simplify the relations, I made the bracket notations like (nmd?) =
(n*m?— n"mt)0,¢, for the spin coeflicients and like (nmF};) = n*m" Fj,, for
the gauge field components.

On the other hand the e?, field equations imply the four conserved currents

V{2 [2(nmE) (W) 4 ¢ (nmdl) + do(nmdl)]+
+mA[(enFy)(nmF}) + o (Indl) + ¢y (Endm)]+
+ [(enFy) (nmFy) + ¢ (ndl) + ¢, ((ndm)]} = 0

Va{n? [2(6mF;)(tmF;) + ¢5(fmdn) + ¢5({mon)| —
—mM(enFy)(bmFy) + ¢5(£ndn) + ¢5(tndm)]— (6.10)
—m? [(6nFy) (Fy) + B (End) + or(Endm)]} = 0

VA (mm Fy) (nmEy) + ¢o(mimde) + ¢, (mmom)]+

+n? [(mmE; ) (0mFy) + ¢5(mmon) + ¢3 (mmom)|—
—mA 2(fmFy) (nmF;) + ¢, (bmOm) + ¢ (nmom)|} =0

These last relations combined with the tetrad integrability conditions imply
relations between the surface geometric quantities and the gauge field invariants.
For that we will use the following relations of my spin coefficients and the
ordinary Newman-Penrose ones

(fndm) + (fmdn) — (nmol) — 2(mmom)]
(fndm) + (bmon) — (nmol) — 2(mmom))
(nmom) — (nmOm) — (mmon) + 2(¢ndn)]
[(bmom) — (fmdm) — (mmdL) + 2(¢ndl)]

3 [(mmon) + (nmdm) + (nmom)]

[((bnOm) — (nmoL) — (fmon)]

[(bmOm) + (bmOm) — (mmoY)]

[(nmoL) + (bmOn) + (Indm)]

tmol) |, o= (fmdm)

—(nmon) , A= —(nmom)

[l N Lo (S AT

(6.11)
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and the inverse relations

(nol) =+ , (Umdl)=r , (mmol)=1—a—p
(non) =~v+75 , (Imdn)=a+B-7 , (nmdn)=-v
(nOm)=17+7T , (mdm)=0c , ({mOm)=c—c+p
(nmom) = -\ , (nmom)=~F—-~vy—n , (mmom)=a-f (6.12)
(mmol)=p—p , (mmon)=n—p '
Vit =e+e—p—p , Vynt=p+p—vy-7
Vunt =T+ f—7—a

which are implied by the following formula[6] of the covariant derivatives of the
null tetrad

Vb, = (v + )l —TL,m, — 7L,y + (e+E)nul,—
—Rnum, — kn,m, — (o + B)myuly, + amym,+
+pm,m, — (@ + B)m, b, + pmym, + omy,m,

Vun, = —(v +3)lun, + ueﬂmyj vl m, — (e + E)nun,+
+mn,m, +7Tn,m, + (a+ B)myn, — )\ﬁ@#muf (6.13)
—pgm,m, + (@ + B)m,n, — pm,m, — \im,m,

Vumy, =0l b, —1lyn, + (v —7)m, + mnyly — knpny+
—|—(f —&)nymy, — omyly, + pmun, + (8 — a)mym, —
- m b, + omyun, + (@ — B)m,m,

The field equations (6.5) become

mPO, o + M0, 00 + G038 — 27 + @) + ¢[38 — 27 + a]+
+2(nmF;)(nmF;) =0

(6.14)
018, ¢g + do[3e + & — p| + ¢y [1 + 7] + (nFj)(nmk;) = 0
The field equations (6.7) become
MmO, + m* 0, dg + dgl—3a + 2w — B] + ¢ —3a + 27 — B]—
—2(mF)((F}) = 0 (6.15)
nH0udg + ¢5l—37 — 7 + u] — ¢7[7 + 7] — (nFy)(¢mEy) =0
The field equations (6.9) become
mtOudy + dy=30 + B+ 7| + ¢glu — 7] — ((mFy)(mmFy) = 0
mt Oy + 138 — & — 7] + ¢olp — p| — (WmFj)(mmE;) =0 (6.16)

6#8;@1 + n“@ugl—k ¢1 [38 —2p— g] —|—¢TI[_37 + 20+ ’Y]—
—2(mF;)(nmkFy) =0
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Using the Newman-Penrose spin coefficients, the field equations (6.2) become

m“DM(Kij) + m“DM(Eij) + (WFJ)W — 2&]4‘
+(fmFj)[r —2a] =0

m* D, (nmF;) + m' D, (nmF;) + (WiF;)[28 — 7]+
+(nmF})[2B -7 =0 (6.17)

D, (nmF;) + n* D, (¢mF;) + (nmF;)[2€ — pl]+
+(mFj)[p—27] =0

Their integrability conditions are satisfied identically.
The integrability condition of the equations (6.15) is

mt O, [(bnFy) (WmF})] +m" 0, [(InFy) (nmFy)] — 2010, [(nmFy) (nmF;)]+
+(28 4+ 7 — 27)(InF;)(nmF;) + (26 + 7 — 2T)(UnF;) (nmF;)+
(1 + 7)o Ey) (W E) — (7 + ) (mim ) (nm Fy )+
+2(p +p — 2e — 28)(nmF;)(nmF;) =0
(6.18)
where the tetrad commutation relations[6] are used. The equations (6.16) imply

b O, [(6n ) (EE)] + 700, [(en ) (6mFy)] — 2009, [(6m Fy) (6 )|+
+(—2a + 27 — 7)(InF) )(FFJ) + (—2a + 27 — T)({nF;)(¢mF;)+
+(7 4+ 7)(mmF;)(tmF;) — (T + m)(mmF;)(¢mF;)+
+2(2y + 27 — p — p)(EmFy)(fmF;) = 0

(6.19)
and the equations (6.17) imply the integrability condition

040, (v Fy) (mmE))] + 09, [(67F,) (mm )] — 2m00, (6 Fy) (nTmFy) |+
+(2e — 2p — p) (W F;) (mmF;) + (20 — 27 + p)(0mF;) (mmF; )+
+(p — p)(nFy)(nmF;) + (5 — p) (InFy) ((mF;)+
+2(2@ — 26471 — ﬁ)(ijxanj) =0
(6.20)
Notice that the curvature terms cancel out in all these integrability conditions.
The above integrability conditions are the null tetrad forms of the following
relations implied by the gauge field equations (6.1).

VTN Fiya Fypo = 387, (T Fyes F )} = =1V, 077 Fys

THvPe .= 2[(FmY — /m*)(nPm? — n°mP) + (n*m” — n’mH) (Pm° — £7°mP) + c.c.]

(6.21)

1
2

which is not exactly a covariant energy conservation form.

7 PATH-INTEGRAL QUANTIZATION

The path-integral quantization can also be accomplished by simply following the
ordinary steps. We first see that the local symmetries of the complete action are
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the usual gauge symmetry, reparametrization and the tetrad-Weyl transforma-
tions. For every local symmetry we have to assume a gauge condition. Here we
must be careful to impose convenient gauge conditions such that the induced
Faddeev-Popov determinant to have vanishing the upper diagonal elements in
order to be reduced down into the product of the three determinants, which cor-
respond the three local symmetries of the action. I assume the convenient gauge
condition for the usual gauge field local symmetry. The additional tetrad-Weyl
symmetry of the tetrad is fixed using the following conditions

("N, —1=0 , nlL,—1=0

mrM,+1=0 , m'M,+1=0 (7.1)
The convenient conditions which fix the reparametrization symmetry are
L"yn¥L, =0 , NHEn "N, =0 (7.2)

Mtm,m"M, =0 , Mum#m”ﬂy =0

where L, N, M, M is an external (flat) light-cone tetrad, which will be fixed be-
low. Then the Faddeev-Popov terms of the effective lagrangian are the following

Irp = fd4x{—i[n“”6HAjy]2 + BI(WNM - 1)"'7
+By(n*L,, — 1) + Bs(m* M, + 1) + Ba(m" M, + 1)+
+B5(L"0,)(n"L,) + Bg(N"n,,) ("N, )+
+By (M"m,,) (" M,) + Bs(M"m,,) (m* M, )+ (7.3)
0 (0ud;)(Opdj —  findi A ) —
=L LI (0, 6) + €,(9,0")] — ©2NF[bY (Oyny) + na (0,,07)]—
e M (0,m,,) + my(9,5°)) — e b (D,m,) + 7, (9,0°)])

where Ej and d; are the ghost fields, which correspond to the gauge field condi-
tion and ¢; , b* are the ghost fields which correspond to the reparametrization
symmetry. The tetrad-Weyl symmetry on the tetrad does not generate any
ghost field.

The BRS transformation of the fields are found by simply replacing the
reparametrization parameter, the independent Weyl parameters on the tetrad
and the gauge parameters with Ab* , Ac, and Ad; respectively. We precisely
have

7.1 Gauge field propagator in the Landau and Feynman
gauges

It is well known that the Landau and Feynman gauges are introduced in the
path-integral quantization through a term 2%(77””8#14]4,,)2 in the effective action.
The choices @ = 1 or a = 0 are referred as Feynman and Landau gauges
respectively. Following the well known path integral technique, the gauge field
propagator (for arbitrary «) is
d*k
e

(TAip(2) A (y)) = —idy @0t DAL, (k) (7.4)
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where A, (k) satisfies the relation

[(LPMP — LEMPY (NI — NYD) + (NP — N#MPY(LAMY — LV M)+
H(LA" — L) (NMMY — NV M) + (NPM#* — NEMP)Y (LAY — LV ) —
—an?r N Tkpka A (k) = =0y

(7.5)
In the present section I will expand the action around the light-cone null tetrad
0 — 1
Eg:L ﬁ(l’ -1, 0, 0)
ES=N,=-1(1, 1, 0, 0
Flon, -t (0 ! (7.6)
;~L = - E( ) 7 7 )
T —
E;L = 7(07 07 ]-7 )
because the calculations are highly simplified.
Expanding A, (k) in the null tetrad
AUO’ :;HOOLV& + H()l(ing + LG—NV) + HUQ(LVMU —|— LUMV)+
+H02(LVMG + LUMU) + HllNVNU + HIQ(NI/MU + NUMV)+ (7 7)

+F12(NDM0' + Naﬂu) + HQQMUM0'+

+H23(MVM0' + MO'MV) + H22M11M0'

and substituting into the above relation, a system of linear equations is derived,
which can be directly solved. The final result is

(NE)(Nk) 4 (Oc—l)(f\zk)(Nk)

T 2(Mk)(ME)k? k
Hy =L [1— 2&:))((%:§k2 n (a_l)(;fzk)wk)}
Hyy = A=)(NE) (M)
Hiy = AR e )
Hyp = U=e)ZR Q)
Hyp — —2%‘;}%?,12 (a=1) (k) (AT)
Hys — T 14 Qoary (ml)(iﬁkxm)]

where I denote (E,k) = E!k,. These are the light-cone coordinates of the
four-vector k,. This light-cone notation will be used through out this section in
order to keep track of the initial null tetrad structure of the different lagrangian
terms.

In the Landau gauge (a = 0) the Fourier transform of the gauge field prop-
agator takes the form

<TAi}L( )A' (y)>F =—72 [77,“, — WL L,+
(Lk)(Lk) (Lk)(Nk (Mk)(ME)
+ 2(M k) (M )N N, — S(ATR)( (L,LN + L, NH)—WM M,+
(Mk)(Mk) (ME)(ME)77
+72(Lk)(Nk)(MHMV+MVM ) 72(Lk)(Nk)M M]

(7.9)
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In the Feynman gauge (« = 1) only the ordinary part of the propagator changes
to the well known form. The additional non-conventional terms remain the
same.

7.2 An appropriate gauge condition

In the Landau and Feynman gauges, the gauge field propagators are very com-
plicated. Therefore they are not convenient for the computation of the Feynman
diagrams. I found that the most convenient gauge condition is

M"9,(MA;) + M"9,(MA;) =0 (7.10)

where (E®A;) = E* A;,, are the light-cone coordinates of the gauge field A4;,.
I have already used this light-cone notation in the previous subsection.

In the path integral formulation, the validity of a gauge condition is formally
assured through the non-annihilation of the Faddeev-Popov determinant. I will
check it below in the case of an abelian U(1) gauge field. It is generally assumed
that the same results are perturbatively extended to the non-Abelian cases
modulo possible Gribov ambiguities. The above gauge condition yields the
following Faddeev-Popov operator

0? 0?
MFPZ—(W—‘FM)' (7.11)

The determinant of this operator does not vanish, because it has no regular
asymptotically vanishing eigenfunction with zero eigenvalue. One can see it by
simply writing this operator in polar coordinates and making a Fourier expan-
sion. Then we see that the zero modes must satisfy the following differential
equation

0? 10 n?
= — ) AWtz p) =0 7.12
(apz -~ p2) u(t,2,p) (7.12)
For n # 0 the general solution of this equation is
Ap(t,x, p) = hin(t, 2)p™ + hop(t,2)p™" (7.13)

which is regular at p = 0 if ho = 0 and it vanishes at infinity if hy = 0. For
n = 0 the solution is

Ao(t, xZ, p) = hlo(t, I) + hgo(t, IL') lnp (714)

which does not satisfy the regularity conditions. Hence we see that the kernel
of the Faddeev-Popov operator contains only the zero function.
One should not be confused by the apparent permitted gauge transformation

Al = A, — 8,A(t,x) (7.15)

because the asymptotic annihilation is assumed in all space directions. A(¢,x)
must vanish because at p-infinity it is the same function. Recall that the same
argument is applied to the case of the axial gauge condition.
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In the conventional procedure, the non-vanishing of the Faddeev-Popov de-
terminant means that the gauge condition uniquely fixes the gauge freedom of
the action. The additional point, one should clarify, is that the precise gauge can
always be reached starting from any regular asymptotically vanishing field con-
figuration A, («). This is possible if there is a regular asymptotically vanishing
solution to the differential equation

02 0? — —
In polar coordinates and after a Fourier expansion it becomes the following
ordinary differential equation

9? 10 n?
(apz +1 2 p2) Anlt.,p) = fult, 2. p) (7.17)

which always admits a solution with initial conditions

oA,

Anta 50 =0 y
(t,x,0) o

(t,2,0) =0 (7.18)
The above analysis of the convenient gauge condition shows that it is well defined
and it may be used to determine the gauge field propagator.

7.3 Lagrangian expansion and propagators

In order to compute the Feynman diagrams we have first to expand the action
I; around a classical solution of the field equations. It is generally believed
that the renormalization does not depend on the precise classical solution, but
as far as I know, there is no explicit proof of this assumption. In the present
case it is convenient to expand around the trivial light-cone tetrad E¥ that we
have chosen to introduce the conditions which fix the reparametrization and
tetrad-Weyl symmetries. That is, we consider the expansion

M =LH 4+ 'ysg
n# = NH + veb (7.19)
mt = M*H — 75‘{

where v is a dimensionless constant. Notice that in the lagrangian there is no
dimensional constant, which could generate non-renormalizable counterterms
through the regularization procedure. In this tetrad expansion, the conditions
become

0, &'M,=0

Ly) + (EEMV)(EA?LP)} +0(y*) =0 (7.20)
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They can be solved and replaced back into the action, which is so expanded in
the dimensionless coupling constants v and q. The first terms of this expansion

of the I; part of the action are the following

(NMOA;)|-

i)
qujik[(LAi)(MAk)(Nﬁé'Aj) +(N )(MAk)(LMﬁAj)Jrc.c]Jr

Ay [(Meg) (MMOA;)(NDMOA;) — (Le)(LNOA; ) (NMOA; )+

)

+@2 fjin fiin [(LA)) (M Ag) (N Ay ) (M Apr) + c.c]}

The first terms of the I part of the action are

c = [d*a{—[¢oL",(Leg) + ¢ MY 0, (Meg)+
+¢5NV,(Ney) + ¢ M 9, (Meo) + c.c]—
—[¢g(Meg)[M" 0, (Ler) — M 0, (Let)|+

+¢1 (Leg)[L¥ 0, (Meo) — N0, (Meg)]+
+5(Meo)[M” 0, (Neg) — M¥9,(Ney)|+

+¢7(Ne1)[N"0,(Meg) — L*8,(Meg)] + c.c.]}

The first terms of the Irp part of the action are

Ipp = [ d*a{—2d; MM (9,0,d;) — & L" 8 u(Le)—

—EQN“(?M(NC) —E;>,M“8 (MC) — C4M 15) ( )

_quzk[Mu(a a )d (MAIC) +M ( ) (

+v[e (Lel)L“au(Mc) + ¢ (Ley) LM 3“(Mc)+
+¢2(Ne1)N*9,(Mc) + é2(Nep) N9, (Mc)+
+C3(Meo)N"0,,(Lc) + 3(Meg) M" 9, (Ne)+
+¢4(Meo)M" 9, (Le) + 04(M55) du(Ne)}

where the already defined short light-cone notation is used.

(7.21)

(7.22)

(7.23)

The zeroth order terms of this action expansion determine the field propa-
gator. The Fourier transforms of the gauge field propagator has the following

convenient form

_ 1044
(Tpipj)r = 4(Lk>(Nk)(}4_§)(m)
<T(LAi)(NAj)>F = W)z(]?k))( .
ME)(ME)S;
(T(MA;)(MA))r = 4(Lk)(Nk)(Mk)(J]\/Ik)
AT ANAT A . o W(ME)(ME)S,;
<T(MA’)(%AJ)>F_ 4(_Lk)(Nl~c)(Ml~c)(Mk)
<T(MAi)(MAj)>F = WM
where I use the defined previously light-cone short notation
0_ .1
(Lk) =& a/ik
1
(Nk) = 225

(Mk) — k2+zk3

S

(7.24)

(7.25)



Notice that this propagator is essentially the product of two well known
2-dimensional scalar field propagator

A’k etk i dt 2
D — v —z(ac —ie)t 7.96
L(E) / (2m)?2 ¥ tie 4m ( )

where the indices L and F correspond to the signatures (+,—) and (—,—)
respectively. This propagator is logarithmically divergent, but the difference
D(z) — D(xg) is apparently finite. One can easily find that the explicit form of
the present gauge field propagator is

<T<Pz(0) i(2)) = i5szL($07$1)DE($27$3)

(T'(LA ( ) (N ( ))) = —idi;0(z°)d(a!) D (2 2°)

(T (MA;(0)) (M ( ))) = i6;; D, (2%, )M“M”(“) 0, D (2%, x3) (7.27)
(T (M i(0)) (MA;(z))) =i6;;Dpr( :1: L, e YM'"M" 9,0, D (22, %)

(T (MA;(0)) (MA;(z))) = id;; D, (2° z1)5(x2)5(x3)

The Fourier transforms of the other field propagators are

(Too(Ler)r =~y » (Tor(Meg)r =~
(Tos(Ne))r =~ (Tor(Meo))r = —r
(Tey(Le))p = L%) , (Tex(No))p = ﬁ) (7.28)
(Tes(Me)r = gy -+ (Tea(Me)r = 555

5 1855
(Tdid;)p = 2(MF)(ME)

Notice that there is no tetrad-tetrad propagator. Only ¢,—tetrad propaga-
tors exist. There is no loop diagram with ¢, external lines. The one-particle
irreducible (1PI) diagrams of the model do not contain ¢ — ¢ and ¢ — ¢ prop-
agators. This crucial property implies that there is no divergent candidate to
renormalize the term [y of the action. This means that the regularization proce-
dure does not affect the integrability of the complex structure and subsequently
the metric independence of the action in a structure coordinates chart.

7.4 Regularization

The expansion around the constant light-cone tetrad separates the 4-dimensional
spacetime into two different 2-dimensional spaces, because in the convenient
gauge condition all the field propagators become the product of two 2-dimensional
propagators or one 2-dimensional propagator and a 2-dimensional delta func-
tion. This is the characteristic property of the special gauge condition which is
responsible for the finiteness of the loop diagrams computed below. Any loop-
integral turns out to become the product of two independent 2-dimensional
integrals. Therefore the dimensional regularization must be simultaneously be
performed in both 2-dimensional subspaces. It is done by extending the di-
mension of the (L,, N,)-subspace into 2w and the (M,, M,)-subspace into
2w’
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When the dimension of the spacetime changes into 2(w + w’) the number
of tetrads changes too. Therefore first the substitutions 2(Lk)(Nk) = k* and
2(MFK')(ME') = k' are made in all the integrals, which are then dimensionally
regularized. The results are finally contracted with the remaining tetrads using
the formula

EgEanW = Nab (729)

which does not contain the spacetime dimension. It does appear after the ad-
ditional contraction with 7

The formula of the dimensional regularization, which will be applied are the
called “’t Hooft-Veltman conjecture”

/(gj:;fw(k?)ﬁ—l =0 V3=0,1,2.. (7.30)

and the following logarithmically divergent 2-dimensional integral

B 4%k kpk, o I'(l-w) o 2 2]w—1
v=J o= k23k = o iy Jy drla(l = o)p? + 2 (7.31)

PPy Jy daa?[a(l — )p? + )
where the ordinary mass term p? has been introduced in order to distinguish
the ultraviolet from the infrared divergencies. Notice that in the infrared limit
(4? = 0) the annihilation of the tadpole diagram (3 = 0 in the "t Hooft-Veltman
conjecture) is rederived.

In the present 2-dimensional case (w = 1) the second term of I, has no
ultraviolet divergence, therefore the following integrals, which appear in the
calculations, are finite.

4’k (Lk) _ 2 rl z?
| e vmEmm e = W) fo dr i
(7.32)

dzkl (Mk/) 2
J (2@m)% (M) (M-(k'—p"))(M-(k'—p")) — = (Mp) fo dxz(l r)( 2)+u?
where no-primed k, p denote the (L,, N,)-subspace and the primed &', p’ denote
the (M,,, M,)-subspace components of the 4-momenta k, p. Analogous results
are found in the (N*N"1,,) and (M”MVIW) contractions.

7.5 First order one-loop diagrams

It has already been stated that there are no loop diagrams with ¢,(z) external
lines. I will study below the three possible cases of one-loop diagrams, which
are a) with external tetrads, b) with two external gauge fields and ¢) with
three external gauge fields. I will use the Bogoliubov-Shirkov procedure for the
computation of the S-matrix one-loop terms as time-ordered products. Only
the main points will be outlined, because it is practically impossible to present
all the calculations here.

42



a) Diagrams with two external tetrads. These diagrams come from the con-
tractions between internal couplings of Ig, Iy and Igp separately. The ghost
field contractions give

2 ext. tetrads from Ipp] = —? fd4y1d4y2{ (Le1(1))(Meo(2)) :
{Ter (1) M¥0,,(Lyc”(2))) (TL 0, (Myc” (1))25(2)) +
P (Lpef (1) (Mre5(2) ) ca(2)+

(1 ) (Te (1) M ( ¢’ (2))(TL" 9 (M e’ (1)
(N1 ) (Mre5(2)) : (
L (Neb(1)(Me5(2)) = {Tea(1)M"9

)
) )es(2)+
O (Nye? ()T N8, (W, " (1))7a(2)) }
(7.33)
where : .... : denotes the Wick product and the integration variables y;, yo are
briefly denoted 1 and 2 respectively.
After the substitution of the propagators and some well known changes of
variables, it takes the following form

2 ext. tetrads from Irp) = =% [ d*y1d*y2{: (L,ef (1)) (M,e](2))
2 2./
U(dk (L(p— k))} [f LK (Mp—k))] |

)
Ty (1) M*8,,(Nyc”(2) <TN"8;L(M (1)

"

2 (Lk) (2m)Z  (ME)
1O [ £ 280 [7 5, b o an
+: (Neyp)(Meg) - | [ (gjrl)f2 (N(Iz\;kk)) [ ((éirk)lz (M(S\;;;/k)’)) n
(Ve ) - [ e ][ 55 St

where the defined above light-cone notation (...) is occasionally used.

Using the formulas of the regularization subsection one can show that all the
above integrals vanish in the context of the dimensional regularization.

The integrals generated by the Io couplings are analogous to the previous
ones and I found that they vanish too. The expression is too long to be written
down here, therefore I will compute only the diagram with (Le;) (Neg) external
lines in order to show how they look like.

[(Le1) (Neo) from Ic] = —ﬁf d*y1d*ys : (Le1)(Neg) : -
(TopgN"0,(Meg)))(I'LY 0, (M€o)¢>~>

=y fd4y1d4y2{ (Le1)(Neo) : [ & o _eip(y2—y1). (7.35)
>k 1
(SR - 0] [ 5w
which vanishes because of the 't Hooft-Veltman conjecture applied to the k-

integration.
The diagrams from the I couplings, with gauge field contractions, are

[2 ext. tetrads from Ig| = 772—2 [ dyrdiys{: (Meo)(Meo) : [(T (LMOA;) (LMdAy))-
(T (MMOA;) (MMOAy)) + (T (LMOA;) (MMOA))(T (MMOA;) (LMOA))]—

—2: (Meo)(Ner) : (T (LMOA;) (LMOAR))(T (MMOA;) (LNOAy))+

(T (LMOA;) (LNOAL))T (MMOA;) (LMOA))|—

-2 (Mso)(Nso) (T (LMOA;) (MMOAR))(T (MMOA;) (NMOAy))+

(T (LMOA;) (NMOAR) (T (MMOA;) (MMOAy))] + similar terms}
(7.36)
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This expression is also too long to be written down. I computed all these
integrals and I found that they vanish. The conclusion is that there is no
counterterm with two external tetrads.

b) Diagrams with two external gauge fields. The number of these diagrams
is quite large, but they can be grouped using the following discrete symmetries

of the action L L
a)gu@nu ) ¢O<:>¢(')77 ¢1<:>¢I
b) mt &m* | ¢, < b, Va

The diagrams with (LA;)(LA;) external terms give

(7.37)

[BZEt(LAZ)(LA])] = _% fd4y1d4y2 fﬂlkl fj2121€2 . ( 11)([“4 ) .
[T (M Ay, ) (M Ag,))(T (NMOA;,) (NMOA, ))+
(T (MAy,) (NMOA, )Y (T (NMOA;,) (MAy,))+
(T (MAy,) (MA,))(T (NMA;,) (NM@AJZ)H 738
T (MA) (NMOA)T (NMOA,,) (MA)) +ce] = (T3

= 16 47r)2 fd nd'y (31)) ePlvz=vn) . (LA, )(LA;,) « -

iy (Np)*(Mp)*(Mp)* L (p"*)[212(—p") — L1 (—p)]

where p'? = (p°)2 — (p1)? , p"? = (p*)? + (p*)? and I substituted fjix fjrix =
Cdjjr. The finite integrals are

1 r
2\ xX
I(k )_/0 b T (7.39)

The other one-loop diagrams with two external gauge fields are found to be

cot|(LA)(LA))] = —afrge [ dndiys [ gbee™ =) s (LA )(NAL) : -
Sivia (NP)(Mp)2(NIp)2 L (p") [ o ~p'2) — I, (")

ext[(LA)(MA;)] = 0

eat[(MA;) (M A;)] = 0
(7.40)
which are finite. On the other hand the one-loop diagrams with internal ghost
lines vanish because of the k-integration. Hence my conclusion is that there is
no first order one-loop counterterms with two external gauge fields.
¢) Diagrams with three external gauge fields. 1 wrote down all these diagrams
with two and three internal gauge fields. Their number is quite large, but
they can be grouped using the above discrete symmetry. I investigated these
diagrams and I found that they are all finite. This implies that there is no first
order coupling constant renormalization, which means that the first term of the
function S(v) of the renormalization group equation vanishes.
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In current terminology, a lagrangian model is called finite if all its transition
amplitudes on mass shell are finite without making use of any infinite renormal-
ization either of the field or of the coupling constants. These amplitudes (on
mass shell) do not depend on the regularization procedure or the imposed gauge
condition, therefore their finiteness should not depend on these two choices ei-
ther. The general Green functions of a finite field theoretical model may diverge,
depending on the used gauge conditions. Apparently the existence of a gauge
condition which makes the Green functions finite, imply finiteness of the model.
This formal reasoning works well in the case of the N = 4 supersymmetric
Yang-Mills model, which is finite, because the Green functions are finite in the
light-cone gauge condition (LA;) = 0. Therefore the fact that in the precise
convenient gauge, that we used in the present calculations, we found that the
Green functions are finite, permit us to claim that the present model is also
finite in the first order approximation. In a different gauge condition (e.g. Lan-
dau or Feynman) the Green functions may not be finite but the cross-sections
must be finite.

The fundamental property of the present model is its tetrad-Weyl symmetry
and the subsequent metric independence of its action. We also saw that there
is no loop diagram with ¢, external fields. This means that the regularization
procedure does not change the term Io. Hence the regularization procedure
will not change the integrability condition and all its consequences. This for-
mal argument implies that no geometric counterterm could be generated by the
renormalization procedure. On the other hand the fact that no dimensional con-
stant appears in the expanded action, no counterterm with mass-dimensionality
higher than four can emerge. Hence the permitted gauge field counterterms
are restricted to the quadratic F'F' forms. All these arguments suggest that
the present model is formally renormalizable. The existence of possible topo-
logical anomalies of the tetrad-Weyl symmetry should not be excluded. Such
an anomaly could restrict the gauge group to the observed color group SU(3),
in complete analogy to the conformal anomaly of the Polyakov action, the 2-
dimensional PCF'T, which determines the 26-dimensional spacetime.

REMARK: At the end of Part I, It is time to point out that the description
of PCFT in this Research eBook followes its historical evolution. It started
as an attempt to find a four-dimensional renormalizable generally covariant
action in the context of quantum field theory. In the begining, I was sure
that quantum theory will prevail to geometry (general relativity). My strugle
with my prejudices is evident from my publications ([31], [32], [33], [34], [35],
[36], [37], [38], [?], [?], [39], [40], [41], [?], [43]). Step by step and in a hostile
proffessional environment, I finally realized that everything is geometry and
that quantum theory is implied by a proper mathematical treatment of the
generalized functions, which appear in the lorentzian CR-structure.
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Part 11

MATHEMATICS OF LORENTZIAN CR-STRUCTURES

Synopsis

The lorentzian Cauchy-Riemann (LCR) structure is the new fundamental
notion that replaces the lorentzian riemannian structure of general relativity. It
is a special integrability condition formulated in the context of the E. Cartan
formalism of moving frames. The Newman-Penrose formalism consists the for-
mulation of general relativity in the same Cartan formalism, which we will often
use, in order to stress the similarities and essential differences between these two
structures. I start first with the intimate relation between the LCR-structure
and the generalized functions (Schwartz distributions). If the LCR-structure is
realizable, the application of the holomorphic Frobenius theorem, reveals that
the ambient complex manifold is the grassmannian space G(4,2) of the lines
of CP(3). The LCR-structure conditions permit the definition of a Kaehler
metric with the corresponding LCR-manifold being a lagrangian submanifold.
The zero gravity LCR-manifold is identified with the characteristic (Shilov)
boundary U(2) of the SU(2,2) classical domain. Identifying the affine Poincaré
subgroup of SU(2,2) (in the unbounded realization of the classical domain)
with the corresponding physical symmetry, opens up the possibility to define
the leptonic sector with LCR solitonic configurations related to ruled surfaces of
CP(3). The discrete symmetries, spatial and temporal reflections, left and right
chiral parts and charge conjugation are defined. On the other hand the back-
ground projective structure is going to permit the identification of the electron
with the regular ”Kerr-Newman” LCR-manifold with the g = 2 gyromagnetic
ratio already computed by Carter. Recall that in the context of riemannian
geometry, this possibility was impossible, because of the essential diffeomorphic
naked ring singularity of the Kerr-Newman metric with the electron mass and
angular momentum.
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8 LCR-MANIFOLDS

It is well known that Einstein, after his discovery that the gravitational interac-
tion is based on the lorentzian riemannian geometry, tried (and failed) to find a
geometric origin for the electromagnetic interaction, either through the torsion
(with E. Cartan) or through a five dimensional spacetime (with Kaluza-Klein
theory). PCFT is based on the LCR-manifold and its action contains a ”pe-
culiar” gauge field which will be identified with the gluonic interaction. But
we must first understand the essential similarities and differences between the
LCR-manifolds and riemannian manifolds.

The typical mathematical problem of LCR-structure is to find a smooth
manifold, which can be covered by a well defined atlas of coordinate charts [U;],
where in every chart there is a smooth tetrad (¢ , n , m , m) with linearly
independent two real and a complex vector, such that there are four gener-
ally complex (generalized) functions (2°,2%; 2%, 21) called LCR-structure coor-
dinates, which satisfy the following homogeneous partial differential equations

E“@Hzoi =0 , m“aﬂzf =0
n”@uzﬁ =0 |, m”auzﬁ =0 (8.1)
dzO Adzt Ad20 A dzl £ 0

Solutions exist if there is an analytic extension of the real chart U; ¢ R* ¢ C*
(at least in the one side of R*), where the following commutation relations are
valid

(048, , m”0,] = h3rd, + himro),

8.2
[ntd,, , m"8,] = hin”d, + him’9, (8.2)

The above two arguments are equivalent because of the holomorphic Frobenius
theorem. The extension to the complex space is imposed by the need to deal
with the involution between the real vector ¢ (n) with its complex partner
m (m). In the neighborhoods of points, where (2%(z);2°(x)) have analytic
extensions in both sides of R*, the structure coordinates are analytic (these
points are regular points). In the neighborhoods of points, where (2%(z); 2% (x))
have analytic extensions only in the one side of R%, the structure coordinates
are Schwartz distributions, with singular support these points. The singular
supports constitute the ”particles”. Therefore we have to find the distributional
solutions with singular supports and study their movements.

If we know the tetrad, the method to find the solutions of such a linear
system is well known[7]. Let us consider the homogeneous 1st order PDE of
10,z% = 0. Its symbol is ¢k, = 0. We first find the integral curves, say,

o
ddi(f = (#(x}/(0)), which here are characteristic curves of the homogeneous 1st
order PDE. The values of the solutions z%(x) are preserved along each curve,
because
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! (z(o
0,2 (a(0)) = EEED — (8:3)

There are two generally complex functions z®(x), which determine three real
independent integral surfaces, because ¢* is real. The intersection of these three
independent surfaces determine one characteristic curve. From any point of R*
passes one characteristic curve. Hence the parameter o of the characteristic
curve with the values of the three independent real functions may be considered
as the coordinates of LCR-manifold in a precise chart. These are the ”natural
coordinates” of the ¢#0,, real vector. When we ”project” these natural coordi-
nates down to the cartesian coordinates i.e. we change coordinates, singularities
(caustics) may emerge. These are the well known singularities of the jacobian
determinant of the coordinate change.

The same procedure may be used to solve the 1st order PDE n“@uzﬁ =0,
with the second real vector n*9,. The corresponding real integral curve % =
n*(x¥ (x)) is the characteristic curve of the PDE, because its symbol is nk, =

0. The two complex solutions z%(x) (and 2z°(x)) determine (at most) three
independent real functions, which, combined with y, form another coordinate
system of the LCR-manifold and other set of "natural” coordinates.

The degenerate ”light-cone” LCR-structure (4.19) does not have any singu-
larity at a finite point of R*, nor the corresponding integral curves zl (t) and
x#(t) have any singular point in R*. These are geodesics of the Minkowski met-
ric, which have no singularity either. But this conformity does not appear in the
case of the simple degenerate example of the ”spherical” LCR~structure (4.20)

(r:=|2).

040, = 8y — (281 + 8y + £03)

n”[“)# =0y + (%81 + %82 + %83)

mro, = [r(z® +r) — (2! +i2?) 201 + +[ir(2® +r) — (2! +iz?)2?]|0s—
—(z! +iz?) (2 +7)03

1 22 .
V=20 —r=u Pt = 2wt — pap Qeiv
. ) . %-i-r 2
0o_,.0 _ 1 _ x —ix® __ 0 —ip
=x 4+r=v , z = P = tan ge

(8.4)
Recall that it is singular at the negative z-axis. I use spherical coordinates
(r,0, ) for ”convenience”, in fact, because I already know that these are among
the "natural” coordinates of the two real 4-vectors of the LCR-tetrad. Using ¢
as the parameter o () respectively) of £#0,, and n"0,,, their characteristic curves
and jacobians are

zh (t) = (t, (t —u)sinfcosp, (t —u)sinbsingp, (t —u)cosb)
dx® A dxt A dz? A dx® = r?sinfdu A dt A dO A do
(8.5)
xk(t) = (t, (v—1t)sinfcosp, (v—t)sinfsinp, (v—t)cosl)
dx® A dxt A dz? A da® = r?sin0dt A dv A df A dp
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We see that a singularity occurs at » = 0 for both congruences. The character-
istic lines passing on ¢ = 0 from the singularity have ©v = 0 = v and they follow
opposite directions

z (t) = t(1, sinfcos¢p, sinfsing, cosd)

(8.6)
xk(t) =t(1l, —sinfcosyp, —sinfsinp, —cosb)

distinguished by the angles. The corresponding Minkowski spacetime does not
have any singularity problem. Hence we have to reject the ”spherical” LCR-
structure but not the riemannian structure. We will see that in the case of the
"Kerr-Newman” LCR-structure (the electron soliton) is going to happen the op-
posite, because of the essential naked singularity of the ”electron” gravitational
dressing.

8.1 Regular and ”analytic” coordinates

0

The structure coordinates (2, 21; 20, zI) satisfy the differential equations (4.12)

dzfAdzi/\d?O/\d?l:o
dz0 A dzt m@Adg:O
d2OANdzP ANd2OAdzl =0 (8-7)

Az ANdzt Ad2O A dzt £ 0

that is, there are (4.13) two real functions p;; , pys and a complex one p;o, such
that

p11(2%,2%) =0 , ppy (27’ Za) =0 , P22(Ziav Za) =0
(8.8)

0p,; Opi;
3217] 7é 0 7é 877;

We see that the forms of these relations is invariant under the transformations

R A I (8.9)
which are called LCR-transformations. I point out that the general holomorphic
transformations 2"* = f°(2¢) do not preserve the LCR-structure! In a neighbor-

hood of a point p, a LCR~transformation can simplify a smooth structure to the
form

Im 2% = ¢y, (21, 21, Re 20) , Im 20 = 42522(;7 zT, Re za) , PeA R g $14(29, ZB)

$11(P) = P2a(p) = d12(p) =0, dd11(p) = das(p) = d12(p) =0
(8.10)
and the corresponding coordinates are called regular LCR-coordinates in the
neighborhood of the point p. The proof is simple[l]. We can generally make
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translation such that the coordinates of the point p are 2% =0 = 2P, The next
step is to expand p;; in to powers of zPand keep the linear terms. We precisely

have
1

P11 (2% %) =Y (aa2® +aaz®) + O(2)

a=0
1
poa(2%,2°) =Y (a2 + azz®) + O(2) (8.11)
a=0
1
Pao (2%, 2P) = Z(baz& + ba2%) + O(2)
a=0

Then we make the linear transformations to the new coordinates

20 =a,z% , 2= —b,z®

Das i (512)
This linear transformation can be inverted, because the embedding is generic.
Besides the transformation does not change the order of the O(2) terms.

The LCR-transformations cannot completely remove (annihilate) the func-
tions ¢;;. But we may exploit the fact that the LCR manifold is a special
maximal totally real submanifold of C*, which may be trivialized at a neigh-
borhood of their real analytic points. This property is the basis of the picture
that we will propose for the geometric picture of the universe and the observed
elementary particles there in. Therefore it deserves to analyze it in details.

A general 4-dimensional maximal totally real submanifold[1] is determined
by four real functions p,(y?, y®) vanishing at the submanifold. Under a general
holomorphic (analytic) trasformation 2’ = f*(2¢), they take the simple form

Imy? = ¢,(Rey®)

¢a(p) =0 ) d¢b(p) =0

If the real functions ¢, (2*), 2° € R® are additionally real analytic (it is the sum
of a converging sequence), the coordinates y® can be chosen so that Imy* = 0.
Hence at the real analytic points of the LCR submanifolds, we can always make
a holomorphic transformation y* = f¥(r¢), so that “5= = 0, i.e. the real plane
R* of C*. The physically interesting case is when y® = f*(r¢) has singularities
in C*, which are not compact because of Hartog’s lemma. The universe is a real
LCR manifold of C* and an elementary particle is a set of generalized functions
with their representatives identified with the particle potential dressings having
integrable singularities at its complex trajectory. Therefore I find necessary to
review the generalized functions in the next section.

(8.13)

9 GENERALIZED FUNCTIONS

Let me present an argument that makes the generalized functions indispensable
for the study of physically interesting phenomena of PCFT. In the general realm
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of the ambient complex manifold, the LCR-submanifold is defined by relations
of the following form (4.13)

Pll(zjazﬂ)zo > P12(27°‘72ﬁ):0 s p22(7a7z5):0
(9.1)

Op,j Opy;
oar 707 %

where p;; , poy are real functions and p;, is a complex function. Notice the
particular dependence of p;; on the structure coordinates. The form is invariant

under the restricted holomorphic transformations 2% = f(z%) and 2% = f(2%).
This may be viewed as a totally real CR-structure, which achieves the above
form via a holomorphic coordinate transformation z? = f(r®) and 2? = f(r?).
Vice-versa, the above form admits a general smooth transformation[1] such that

b_b ayra

T 2[ — yb(r J2r'r‘ ) (92)
But if the real function 3°(-) is real analytic in a neighborhood of the point
7% = 0, there is an analytic transformation r’* = f*(r®), such that the totally

real CR-structure becomes completely degenerate

o (9.3)

2i

without any dynamics. That is, the real functions %°(x) must have points or
regions of z, which are not real analytic, for the LCR-structure to have some
substantial physical content. This implies that the physically interesting LCR~
structures are those with distributional structure coordinates (z%(z);2z”(z))
with singular supports. This characteristic property of the LCR-structures is
very important, because it triggers the ”derivation” of quantum mechanics as
a consequence of the rigged Hilbert space proper treatment of the generalized
functions. Therefore it is necessary to review the notions of distributions.

The notion of distribution (a kind of generalized function[15][50]) was first
introduced by Schwartz in order to extend the set of ” controllable differentiable”
functions. In order to define it, we need a set of test functions 7(z) on which
apply the distribution f as a linear functional. A distribution and its derivative
are defined as follows

< for>= [f(z)r(x)dx
R

(9.4)
< flyr>i= —H{f(x)r’(x)dx

The test functions will be denoted with small greek characters and the dis-
tributions with latin characters. The first definition implies that the function
representative f(x) of the distribution must be locally integrable (continuous in
the case dimension one) function. But the definition of its derivative enlarges
the representatives with singular functions, which can be written as higher order
derivatives of locally integrable functions. That is, a locally integrable singular
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function and all is derivatives may be considered as well defined distributions
(which are no longer locally integrable).

Schwartz introduced two sets of test functions. We will start with the set D
of the smooth functions with compact support (CS°). Therefore the definition
of any order derivative of an integrable function is well defined, because the
corresponding derivative of a test function is well defined and it continuous to
have compact support. The set of the corresponding linear functionals on D, the
distributions, is denoted as D’. Typical examples of distributions are the step
(Heavyside) distribution H(x) and the delta (Dirac) distribution §(z) defined
using the x4 continuous function as follows

. qx, x>0
Ty = {0, <0

H(z)i= Loy = {4 220, %H(x)T(m)dx::foT(x)dx (9.5)
o) = fmar = {5 1% . Jo@r(@)de =7(0)

Notice that x; does have ”proper” derivative at x = 0. But viewed as a Schwartz
distribution, it has all the derivatives. the equality of two distributions f and g
are equal if < f,7 >=< g,7 > V7 € D. Hence a distribution f ”vanishes” in
neighborhood N of a point z if < f,7 >= 0 Vr(x) € D with support in N. A
point x is called essential of a distribution f, if it does not have a neighborhood
in which f vanishes. The support of f , denoted supp(f), is the set of its
essential points. The singular support of f, denoted s — supp(f), is the set of
its essential points, where its function representative is not a smooth function.
Hence

supp(ey) =Ry supp(H(z)) =Ry, supp(d(z)) = {0}

s supp(as) = 5 — supp(H(x)) = 5 — supp(d(x)) = {0} (9.6)

The logarithmic function In |z| is a singular function. It is a distribution,
because In |z| = [z(In|z| — 1)), that is, it is the 1st derivative of a continuous
function. The negative powers of x are neither locally integrable nor continuous
at x = 0, but they are distributions, because they are higher order derivatives
of the locally integrable function z(In |z| —1). Therefore a simple (naive) way to
visualize the generalized functions on R is to consider the continuous functions
which do not have derivatives at some points. Every such function is the basis of
a ”"ladder” of Schwartz distributions which are ” derivatives” of the base function.
We should see Schwartz definition through the integration as a mathematical
trick, because the local integral of a continuous function exists.

In the higher dimensional case of R™ the base functions of the "ladders” are
locally integrable functions. A typical example is the electric (and gravitational
potential) ¢(z) = éﬁ’ which is singular at 7 = 0, but it is a well defined
distribution, because

R R
[edmr?r(r)dr = dme [r7(r)dr < oo (9.7)
0 0
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The electric field strength E is well defined as a distribution, despite the fact
that it is not locally integrable, because it is a derivative of ¢(x).

In order to understand the power of the generalized functions to manage
with singularities, let us solve the equation x* f(z) = 1, k a positive integer. A
general solution is the distribution

f()=%+20g U)(x) (9.8)

where c; are arbitrary constants and 5) (z) denotes the j derivative of the delta
function.

The second set of Schwartz test functions S is the set of smooth (rapid
decaying) functions, which vanish at infinity faster than any polynomial. The
tempered distributions are those linear functionals which apply on S. Their set
is denoted &’. Notice that D C S and therefore S’ C D'.

The Fourier transform of a tempered distribution is defined through the
following steps

(k)= (2m) 2 [e ko (z)de | T(x) = (2

7 = f‘ ’Lk‘IA
b = am) [ fds | fio) = > = ””f( ) (9.9)
< f,m>= [f(z)r(z)dz = ( ff k)dk =< f(—k),7(k) >

The Fourier transform is an isomorphism of §. The Fourier transform of
a rapid decaying test function is in S, and any function of S is the Fourier
transform of a rapid decay function. Hence the Plancherel theorem is applied
and therefore the set of the square integrable functions (L?) is dense in S. This
fundamental property makes the tempered distributions the natural framework
of the extended Hilbert space (rigged Hilbert space) of quantum field theory.

The Fourier transform permits the analytic extension of gAb(k) for any ¢(x) €
C°. It is an entire analytic function with the bound

[B(k)| < Exer k€ C, YN €N (9.10)
where K is a constant which depends on the integer IV, and R is the radius of a
sphere containing the support of ¢(x). The inverse is also true (Paley-Wienner
theorem). Any entire analytic function with the above bound is the Fourier
transform of a C2° function. This theorem is generalized for S’ distributions,
with a different bound relation. A distribution f(z) € S’ has compact support

if f(k) has an analytic continuation to an entire analytic function that satisfies
(k)] < Kn(1+ k)NeRImH vk e C, ¥N €N (9.11)

The difference between the asymptotic limits of the above Fourier transforms
is the basis for the emergence of the wavefront singularities, which play funda-
mental role in quantum field theory.
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Another set of test functions is €& := C'*° i.e. the set of smooth functions.
The set of distributions applying on &£ is denoted £’. We have £ C D’ because
D C &. Precisely £ are the D’ (and S’) distributions, which have representatives
with compact support.

Sato’s hyperfunctions[16]'[24] may be viewed as distributions (linear func-
tionals) applied to the real analytic functions (C*). Their set is denoted A
and the set of hyperfunctions is denoted A’. The apparent subset relation
D C S C £C A for the test functions implies the reversed relation for the
corresponding distributions A’ c £’ ¢ &’ Cc D'.

9.1 Colombeau generalized functions

We consider the following regularization f.(x) of a distribution f(z) € D’ using
a test function n(x) € D as "mollifier”

flx)eD , n(x)eD , H{zkn(z)dz = ko
(9.12)

felx) = H{[%n(”?)]f(y)dy = H{U(Z)f(m +ez)dz

where the last integral is found after a change of variables #—* = z. The mollifier
n(x) may also belong to the space S of test functions, which at infinity |n(x)]
decrease faster than any power of |z], i.e.

lim n(z) < O(|z|79), VqeN (9.13)

|z|— o0
Assuming a distribution f(z), which corresponds to a function f (x) e C™ ,
the regularization tends to the same f(x) because the function (and its corre-
sponding distribution) can be Taylor expanded up to order m.

folz) = ﬁ![én(%)]f(y)dy = ﬂ{n(Z)f(w +ez)dz

~ f(z)+0(E™) , Ym=0

(9.14)

Notice that the mollifying procedure embeds the f(z), g(z) € C* , and their
product (fg) into the mollified functions. We precisely have

[fe(@)]lge ()] = [f(z) + O(e™)lg(z) + O(e™)] ~ [f(x)g(x) + O™ )]

[(£9)-(@)] = [f(x)g(x) + O]
(9.15)
These two approaches imply that C°° functions respect their product up to
some negligible terms. The set of the objects f(z) is denoted &.
We use the fact that a singular distribution can always be written as the
derivative of a continuous function in order to find the form of its molified
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representative.

se(x) = f[lﬁ(y?)] "g(y)dy . gly) €C
fn DIg(xz+ez)d fn g(z+ez)dz = (9.16)
H{DQ 2)g9(x +¢ez)dz ~ O(i)

The embedding of the Heavyside function (the mollified step function) is

He(z) = R{[én(%)]H(y)dy = H{dzn(Z)H T +ez) _Z dzn(z) ~ O(1) (9.17)

while we expect

H.(z) = H{[én(%)}D%d —_1deDz77 (2)|x +ez]) ~ O(L) (9.18)

The embedding of the Dirac distribution (the mollified delta function) is

Se(z) = [[En(¥Z5))8(y)dy = L1n(=Z£) =~ O(2) (9.19)

0:(a) = [[n(+Z5)ID* gdy = oz [d=Din(e)le +e2] = O(F)  (9.20)
The mollified square of the step function is (by definition)

H2(z f dzn(z

z
€

glg(l)k{dx (2))%p(x) = gii%{ffo drg(x)[0+0e + ...] + Zodmé(x)[l +0e+..]} = R{de(m)cﬁ(m)

HZ(2) ~ He(x)
(9.21)
which means that [H.(x)]? is associated with the H.(z) generalized function.
The square of the Dirac function is

<x>=[é< o))2
[dals.(@)0(x) = fdw(w)[én(%””)P: 022)
= 1 [dzd(e2)P(—2) = *2 [den?(=2) +.. = O(2)
R R

Hence the square of the delta function is a moderate generalized function.
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9.2 Wavefront singularities

From now on we will work with generally complex valued test functions de-
fined in higher dimensional spaces R™ and the distribution will be a sesquilinear
functional

< for >= [ f(2)T(z)d"x
RTL

<Ouf, T >= —RL[L?(x)aﬂT(x)d”w

(9.23)

where f(z) is the complex conjugate of f(x). In the Schwartz localization the-
orem now any distribution is generally a higher partial derivatives of integrable
functions

LYR") == {g(2) rR[lg(x)d"x < oo}

k (9.24)
£(@) = (11 9, )o(@)
j=

These are locally integrable functions (with possible controllable singularities)
which decay at infinity fast enough to have a finite integral. The classical electro-
magnetic potentials are such L!(IR?) solutions which "build” the electromagnetic
generalized functions.

A regular point z of a distribution f € D’(R™) has a neighborhood U(x)
and a function f(z) € C*°(R™) so that

< fir>= [f(x)r(x)d"x , Vr(z) € D(R") : supp(r) C U(z) (9.25)

All the other points of the distribution are called singular and their set is called
singular support of f. If this function representative of the distribution is
multiplied with a test function with compact support, we have a distribution
with compact support, which enters in the Paley-Wienner theorem. Its Fourier
transform can be analytically extended to a holomorphic function.

Recall the difference of the bounds of the Fourier transforms of test functions
7(z) and distributions f(x) with compact support

N GBI Tm k| "
|7'(k)| < C(NH_W , VkeC
(9.26)

|F(k)] < Cn(1+ |[E|))NeRIImK  yE e Cn

This difference is used to define the (x, k # 0) regular and singular points of the
cotangent bundle. We first multiply the function representative of a distribution
f(z) with a test function ¢,(x) with compact support a neighborhood of a point
y. After we take the Fourier transform of the distribution ¢, (x)f(x). If

0. F(B)| < Si5w . Vk € N(p) (9.27)

where N (p) is a convex cone of p and the point (y,p # 0) is a regular point and
direction in a cotangent vector bundle. The set of non-regular (y,p # 0) is the
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wavefront of the distribution. Notice that a singular point y of a distribution
may have ”good” and "bad” (wavefront) directions p. The Bogoliubov-Epstein-
Glaser[10] work revealed that all the non-renormalizability problems of a quan-
tum field theory are caused by the existence of "bad” (wavefront) directions in
the terms of the perturbative expansion of the S-matrix. In order to describe it,
we have to describe how the wavefront singularities pass from two distributions
to their "product”. But product of functionals (Schwartz distributions) does
not exist! This is achieved through the Gelfand introduction of the notion of
rigged Hilbert space. The tempered distributions are viewed as operators in the
rigged Hilbert space S — H — &', which will be briefly reviewed.

The product of two distributions f; and fo at a point z is defined after
localizing them at z through their multiplication with a smooth function ¢(x)
with supp(¢) C U(x), a neighborhood of z, and taking the convolution

/\

f¢f1 ¢>f2(P k)dp (9.28)

The product g(z) = fi1(z)f2(x) exists if the above convolution integral abso-
lutely converges. Apparently, if the two distributions do not have common sin-
gular points, the product exists. But there are possibilities, where the product
exists even if they have common singular points. This means that a singularity
of a localized distribution needs both (z,k # 0) of the Fourier transform vari-
ables, which transform as a point of cotangent vector bundle. That is, a singular
point x may have "good” and ”bad” directions relatlve to their asymptotic be-
havior. As a tempered distribution we always have qu( ) <Cn(1+ |k|)N Vk.
But in some cases we have ”"good” directions p where ¢ f (p) < W’ VN,
falls off faster than any polynomial, like a regular test function. That is, the
Fourier transform of the localized distribution behaves as the Fourier transform
of a test function of S(R™). This implies that, if at a point = a direction p is
7good” for at least either f; or fo, the above convolution integral exists and the
product of the two distributions exists.
There is the following strong criterion[46]: If the set

F(f1) @ WE(f2) = {(z, k1 + k2)|(w, k;) € WE(f;)} (9.29)

does not contain any element of the form (z,0), then the product of the two
distributions exists and

F(fifo) CWE(f1)) UWE(fo) UWF(f1)® WF(f2)] (9.30)
Example 2. The wavefront of the delta function in R? is

WF(6(x1)) = {(0,22; k1,0) : 22 € R, ky # 0}
WE((22)) = {(21,0;0,k2) : 21 € R, kg # 0}

(9.31)
WEF(6(x1)d(x1)) = {(05 k1 + ko) = by # 0, ko # 0}
WE(6(21)d(22)) = {(0,0; k1, k2) : k1 # 0, ka2 # 0}
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Notice that the product 6(z1)d(z1) does not exist because (0,k1 + k2 = 0) €
WF(6(x1)0(x1)), while §(x1)d(x2) = §(z1,22) does exist.

Another very useful (in quantum field theory) property of the generalized
functions is the effect of the elliptic and strictly hyperbolic P operators applied
to generalized functions[49]. We generally have

WF(f) Cc WF(Pf)U Characteristics(P) (9.32)

That is a (pseudo-differential) operator diminishes the wavefront of the gener-
alized function, where it applies. That is the solution f of a partial differential
equation Pf = h has larger wavefront than h, and precisely by the set of the
characteristics of the operator P.

9.3 de Rham currents

In R™ a current of degree p is a sesquilinear functional

< fir>= [f(z)AT()
Rn

_ (9.33)
< dh,T >:= — [ h(z) Ndr(z)d"x
Rn

where f(x) is the complex conjugate of a p-form f(x), which applies on the n—p
test forms 7(x) with compact support. The second line defines the differential
form of a p—1 form h(z). Apparently the Schwartz distributions are 0-degree de
Rham currents and vice-versa the deRham currents are differential forms with
distribution coefficients. Using coordinates and a representative of the p-form
fiy...i, we find the formula

< f77— >i= % fm(l')’rip+lmin($)6i1i2...indnx
Rnl a 5. s (9.34)
<dh, 7 >i= =L [0 gy ()T, ()2 indry
R

A typical example appears in the case of the Coulomb field and the corre-
sponding potential

ng — Ay=-*%

4L
" (9.35)
F ~ d(Aydt)

Notice that the field and its potential are singular at 7 = 0. The field F is not
a proper derivative of A at the R%. But the potential Ay is locally integrable,
therefore it can be taken as the base of a ladder of distributions,which may not

be locally integrable. Hence, viewed as distributions we can write the equation
F = d(Apdt).
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10 THE AMBIENT COMPLEX MANIFOLD

We have already seen that if a LCR-structure is realizable, it becomes a special
totally real submanifold of a complex manifold. The embedding functions (9.1)

pll(ziavzﬁ) =0, plQ(Ziasz) =0 , pQZ(ZaVZﬁ) =0

(10.1)
BPU
8217 # O #
are in a special (related to the LCR-structure) coordinate patch of the ambient
complex manifold. The general coordinate system of this (ambient) complex
manifold needs some elementary clarifications. In every LCR-coordinate patch
the embedding conditions p;; are determined up to non-vanishing factors A;;
depending on the same corresponding structure coordinates. We should also be
aware that the ambient complex manifold is a mathematical useful notion. It is
analogous to the embedding of any riemannian manifold to a higher dimensional
flat manifold. It does not exist in nature.

Recall that we first made a complexification of the (real) coordinates z*
of the 4-dimensional real LCR-manifold, imposed by the need to apply the
holomorphic Frobenius theorem. This means that we pass to a complex manifold
with coordinates r! = (r%,r?) and the previous real transition functions (in the
coordinate patches) become holomorphic. Of course this complexification may
generate singularities in the holomorphic transition functions, but we may forget
it now, because in practice we will essentially use the inverse procedure. This
provides a trivial background complex structure J. The integrability conditions

6pij
o2t

of the LCR-structure determine special coordinates 2%(r¢) = (27, 2#), via the
indicated holomorphic transformations. This defines a new meaningful complex
structure J, which apparently commutes with the trivial one J. In the complex

structure J the complex coordinates are z! = (,2'87 2'73;,27'37 273) with

J(d2P) = id2? | J(d2") = —idP
J(dzP) = —id2P , J(dzP) = id2P
(10.2)

J(dzP) = id2? | J (dzE) = idP

J(d2P) = —id2P | J(d2P) = —idzP

At the intersections of these special patches the coordinates transform as (2'®, 2/®) =
(f*(27), f¥(2?)), where f*(2?) and f®(2?) are holomorphic functions. In the
context of these two complex structures we may say that the lorentzian CR-
structure is a totally real CR-structure restricted to the above transformations
in the ambient complex 4-dimensional manifold.

After the first lift of the 4(real)-dimensional LCR-manifold to the 4(complex)-
dimensional complex manifold, we will now find a second lift to the hypersurfaces
of CP(3). This suggested by the well known Kerr theorem in Minkowski space.
This second lift consists to projectivize the LCR-structure conditions (9.1)

99



p1(Zm1,Z2") =0, ppy (Zmlsz) =0 , pyp(Zm2,2") =0

(10.3)
K(Z™)=0=K(Zzm?)
where K(Z") is a homogeneous function function in C*.
10.1 The grassmannian manifold G(4,2)
The rank two 4 x 2 complex matrices with equivalence relation
X~Y df32x2matriz A (detA#0) : Y =X\ (10.4)

is the G(4, 2) compact complex manifold. The charts of its typical non-homogeneous
coordinates are determined by the invertible pairs of rows. If the first two rows
constitute an invertible matrix, the chart is determined by det Y7 # 0 and the
projective coordinates w are defined by

YOl Y02

v — Yll Y12 . Yl _ Yl
Y2 v2 | T\ Y, wYy (10.5)
Y31 Y32

w= Yo Y !

The other five charts of the atlas are analogously defined. The coordinates Y
are called homogeneous coordinates and the coordinates w are called projective
coordinates. Under a general linear 4 x 4 transformation

Y/ (A A Y;
(v ) =G 22) (v ) (05)

the projective coordinates of the first chart transform as follows
w' = (Ag1 + Agy w) (A1y + App w) ™! (10.7)

It is called linear fractional transformation and it is an automorphism of the
compact manifold G4 2. The chart detYs # 0 is the corresponding ”infinity”
chart with projective coordinates w’ = Y} Y{l and transition function w’ = w=!.

The grassmannian manifold may be viewed as the lines of C'P(3) determined
by the two distinct points of the columns of Y. The projectivization of the
embedding functions (9.1) of the LCR-structure has the form

pll(Wa Ynl) =0, pp (W7 Ym) =0, P22(Wa Ynz) =0
(10.8)
K(Y™)=0=K(Y™)
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where K(Z™) is a homogeneous analytic function, which we will call Kerr
function. I call Kerr function the hypersurface analytic homogeneous func-
tion K (Z™), because in the derived general relativity, it will coincide with the
analytic function of the Kerr theorem. A line of C'P(3) intersects a surface to
a number of points equal to the degree d of the surface. On the other hand a
line implies a projectivization of C'P(3) to a C'P? subspace with d sheets. Two
intersection points of the lines of CP(3) with a hypersurface K(Z™) = 0 of
CP(3) determine the structure coordinates of the LCR-structure. That is, the
ambient complex manifold of a realizable LCR-structure may be identified with
the grassmannian manifold G(4,2). The general SL(4,C) linear transformation
of G4,2 preserves the form of the LCR-structure embedding conditions. But the
LCR-structure solution (10.8) is not covariant with the grassmannian equiva-
lence relation X ~ X\ with det A £ 0. Notice that the structure coordinates z“
is directly related with one sheet of the hypersurface K(Z™) = 0 of CP(3) (the
left column of the homogeneous coordinates of G(4,2)) and z# with a second
sheet of the hypersurface. Hence every pair of sheets i.e. the structure coordi-
nates (2%, z%) and the pairs [(¢,m) , (n,m)] of the tetrad of the LCR-structure
projectively ”communicate” through the surface of C'P(3).

The advantage of the projectivization is the application of Chow’s theorem,
that asserts that any analytic subvariety in projective space is an algebraic
(polynomial) subvariety. Hence our study of subvarieties may be restricted to
the study of polynomials.

10.2 The SU(2,2) symmetric classical domain

Following the Piatetski-Shapiro approach[30], the SU(2,2) symmetric bounded
classical domain is the set of points of G4 2 with positive definite 2 x 2 matrix

(v, Y;)(é OI)(?)»O — T-whw=0
- 2
(10.9)

w= YoVt

This is the bounded realization of the SU(2,2) classical domain, which corre-
sponds to the unit disk domain of the plane. The linear transformations which
preserve the hermitian matrix have the following form

YI\ _ (An A Yy
Yy A2 As Y, .
w' = (Ag1 + Ago w) (A1 + Ao w)~
Al Ay — Al Ay =T, Al A — AL Ay =0 , Al Ay —AlLAL =1

(10.10)
But if we use instead the following unitary transformation of the hermitian

matrix
(?é)ﬂ(ﬁﬁ)(é%)(fﬂ) (10.11)
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the classical domain takes the unbounded form
0 I X, .
(x| X;r)(l O)(X2>>O = —i(r—rf) =0

r=iXo X!

(10.12)

where the homogeneous coordinates of the bounded Y and unbounded X real-
izations are related with the following unitary transformations

(%)== )G
() =u(r ()

The corresponding bounded z and unbounded r projective coordinates trans-
form as follows

(10.13)

r=i(I —w)([[ +w)™ ' =i(I +w) (I —w)
(10.14)
w= (il —r)(il+7r)" =Gl +r)"L16Gl —7r)

It is a Cayley transformation completely analogous to the bounded disk domain
and the unbounded upper half-plane domain. That is, the Cartan (bounded)
domain and the Siegel (unbounded) domain are viewed as different realizations
of the same classical domain.

The general linear transformation of the homogeneous coordinates, which
preserves the Siegel (unbounded) domain has the form

X] _ (B B X5
X, By B X5

r = (BQQ r—+ iBQl) (Bu —1B19 T)il

Bl By + Bl Bia=1 , BiByy+B}Bii=0 , BlBis+ BlyByn=0
(10.15)
where the fractional transformation of the corresponding projective coordinates
is also indicated. Notice that if Bio = 0, the transformation becomes an element
of the PoincaréxDilation group, in its spinorial representation

<§i) - (—z‘];B (BP)‘I) ( ))2 ) (10.16)

detB=1 , TT=T

It is important, because we will identify this Poincaré subgroup with the Poincaré
group observed in physics.

The smallest (Shilov) boundary of the bounded realization of the SU(2,2)
symmetric domain is wfw = I i.e. the U(2) manifold. The Shilov boundary of
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the unbounded realization is the "real axis” y = 0, where y := _7’(7" —rt) is the
imaginary hermitian matrix of r =: x +4y. It is evident that we have to identify
the cartesian coordinates of the Minkowski spacetime with

o phe? — 29 — 3 — (2t —ix?)
= v T\ (2! +iz?) 2%+ 28 (10.17)
P =ct | 2= (x,y, 2)T

Notice the appearance of the constant ¢ (with velocity units), which fits the
"time” and ”length” units. It turns out to become the velocity of light in the
vacuum. This identification implies the identification of the present Poincaré
group with the physically observed symmetry. Recall that the projectivization
permitted the above identifications of the light velocity and the Poincaré group.
Hence there must be a fundamental length Ry for the transformation between
the bounded and unbounded realizations to be self-consistent

r=1iRo(I —w)(I +w)™t =iRo(I +w) (I —w)
(10.18)
w= (iRoI —1)(iRoI + 1)~ = (iRoI + 1) *(iRol — 1)

In fact we should have already introduced it in the projective coordinates r —
R%)T of G(4,2). That is we should have defined B’%T = iXoX;'. Tts physical
meaning is expected to appear.

10.3 Algebraic definition of gravity

We first observe that the defining condition of the Shilov boundary in the un-
bounded realization

pij(Xmi, X)) = XmiE] X" =0

0 I (10.19)
K(X™)=0=K(X™?) , EU = <I 0)

has exactly the form of the embedding conditions of the LCR-structure. Hence,

for these LCR-structures, which we call ”flat”, we have real projective coordi-

nates r = = z', and the LCR-structure is determined only by the homoge-

neous holomorphic function K (X ™). That is, the points of the Shilov boundary
take the representation

. h A7
m‘] = = .
X (—ixk) (—ixA/B/\BJ)

- 20 — 23 — (2t —iz?) .
pv —(a! +iz?) 20+ 23 B

(10.20)
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in homogeneous coordinates. Under a Poincaré transformation, they transform

as follows
N B B 0 A
—ig’ ') T \—TB (B! \ —iz\

N=B\ , 2/=BYzB'+T
detB=1 , Tt=T

(10.21)

In order to osculate the general LCR-structure relations with the flat LCR-
structure conditions I write

pij (XM, X7y = XX By — Gy (XM, X79) = 0
(10.22)
K(Xml) =0 = K(X'mQ)

Using the following spinorial form of the rank-2 matrix X" in its unbounded
realization )
' A 10.23
xXmi — . .
(—’iTA/B )\B]) ( )
and the null tetrad

XA/2)\31

L= 23N, N = NN M= 0%
GAB)\Al)\B2 — 1
(10.24)
the above relations take the form
2v2y°L, = Gy (X1, X")
2v2y M, = Gio(X™L, X™?) (10.25)
2V2y* N, = Goo (X2, X"2)
where y® is the imaginary part of the projective coordinate r¢ = z% + iy®

defined by the relation r4p = r%0q4/p and 0%,z being the identity and the
three Pauli matrices. The normalization of the spinors is permitted because of
the homogeneity of the functions. These conditions are formally ”solved” by

a

GoaN® + Gy L* — G1oM® — G M (10.26)

_ 1
y*m[

which, combined with the computation of A as functions of r¢, and using the
Kerr condition K (X™%), permit us to perturbatively compute y® as functions of
the real part of r®. This procedure gives the canonical form y* = h*(x) of the
(totally real) lorentzian CR submanifold expressed in the projective coordinates
of G42. The explicit form of h%(x) is implied by the precise dependence of

G;j(X™, X™I) and their expansion into a series relative to h?.
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Notice that this surface does not generally belong into the Seigel domain,
because y° and -
Y'Y’ na = §[G22G11 — G12G1o) (10.27)

are not always positive. But the regular surfaces (with an upper bound) can
always be brought inside (or outside) the Siegel domain (and its correspond-
ing holomorphic bounded classical domain) with an holomorphic complex time
translation. That is we may take

N 1 0 A
(—z’r’A') o (d 1> (—ir)\) (10.28)
with d a real constant.

It is important to point out that the bounded realization is the patch of
the grassmannian space, which permits the global view of the SU(2,2) classical
domain and subsequently its boundary, Minkowski spacetime. But the Cayley
transformation of the boundary is R* 3 2 — w € U(2), i.e. it isan 1 — 2
correspondence (I will describe it below in details). Hence the ”flat” universe
is the spinorial U(2). In the case of elementary particles, the real geodetic and
shear-free LCR-rays x! (o) pass smoothly from the one R*-sheet to the other
R%-sheet, creating focussing regions, which will be identified with the particles.
Therefore, we have to pay attention to this region, which is going to appear as
a "manageable singularity” of the LCR-rays.

We will now show that the physical content of LCR-structure will appear
through the emergence of generalized functions. We already know that the
smooth LCR-transformations imply the existence of the regular coordinates
satisfying the conditions

Im2z0 = ¢11(;,21,Rezo) , Im 20 = ¢22(zi,zl,RezO) , 2l =2l = ¢12(ZT’, 20)

$11(P) = d22(p) = ¢12(p) =0,  doy1(p) = dgas(p) = dg15(p) =0
(10.29)
in a neighborhood of a point p. But the LCR-structure is a special totally real
CR-structure, which at a real analytic neighborhood admits a general analytic
transformation 2’* = f%(2¢), which makes it trivial

Imz° =0, Imz0=0, 21 —2T=0 (10.30)

At the non real analytic regions generalized functions appear. We will see that
the gravitational, electromagnetic, weak and gluonic dressings of the particle-
solitons are distributional representatives with singular supports at these re-
gions.

10.4 The Cartan moving frame approach

In the unbounded realization the LCR-structure is determined by two points
of a hypersurface K(Z™) of C'P(3), which satisfy the LCR-conditions (9.1). In
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homogeneous coordinates it is written as a 4 x 2 non-degenerate matrix

ij:( A ) (10.31)

—iTA/B)\BJ

where 74/ is the point of G(4,2) and A\ (r 4 5) with det(A\Y) # 0 are the
projective coordinates of two solutions of K(Z™) = 0. Recall that at the precise
point r4/p (line of C'P(3)) the number of solutions is equal to the degree of the
polynomial. Apparently the application of a general 4 x 4 from the left provides
LCR-structures. But the application from the right of a general 2 x 2 does not
give LCR-structure. Hence X™(r4/5) is a section of an SL(4,C) bundle over
G(4,2).
The Poincaréxdilation transformation

(—i);/’)\/> B (—53 (B?)1> <—2“A) (10.32)

N=B\x , r=BYrB 4T
detB#0 , TI=T

respects the LCR character of X™J. Its isotropic subroup (for 74/ = 0) has
T = 0. The quotient space is based on the decomposition

P= <—£FB (B?)1> = (—;T'T ?) (ﬁ (B?)1> (10.33)

The 1-forms of the affine group P are

B~ 1dB 0 e 0
“1p _ _
pPdpP = (—iB_ldrB —(B_ldB)f) - (—iB_ldrB —eT) (10.34)

and their Cartan structure relations are directly derived.

The present structure SL(2,C) group is not isomorphic to the corresponding
Lorentz group of special relativity. It is isomorphic to its proper orthochronus
subgroup. Hence we expect to find an explanation of the ”time’s arrow” ob-
served in nature.

10.5 The coordinate charts of the ”flat” LCR-submanifold
of G(4,2)

We have already made clear that the LCR-structure solution (10.8) is not a
proper submanifold of the grassmannian space, because it does not respect the
equivalence relation X ~ X\ with det A #% 0. The LCR-structure is rather a
section of the tautological vector bundle of G(4,2) viewed as the set of lines
X" in CP(3), where X™, i = 1,2 are two points of a line. But the flat
LCR-manifold XTEX = 0 is well defined in G(4,2). Besides, perturbative
gravity may also be understood as a deformation r* = z® + iy®(z) of the Shilov
boundary of the classical domain. Therefore, it is essential to understand the
Shilov boundaries of the SU(1,1) and SU(2,2) classical domains.
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The usually called complex plane with its infinity CU{oc} is the well defined
projective space C'P' covered with the following two charts

vt o YO£0or YY#£0

U, = {Yo #0, z21= Yl(YO)_l S (C}
Us = {Yl 7é 0, 29 = YO(Yl)_l S C}

(10.35)

with transition function zo = %7 z1 € C—{0}. The SU(1,1) bounded classical
domain is
YTERY =0 Ep = (1 0 )
’ 0 -1
(10.36)
D1:{1—2121>0 s zleUl}
Dzz{z522—1>0 , 29 € Us}

Notice that the entire classical domain (and its boundary) belongs to one coor-
dinate chart D;. Therefore it is called the bounded realization of the SU(1,1)
classical domain.

In the coordinate charts

= (w)=n (0 4 (o)

X! v21 -1 Yyl

with X% #£0o0or X' #£0 (10.37)
Ul ={X°#£0, r=iX (X"~ € C}

Uy={X'+#£0, 7=iX(X")"teC}

1

the transition function is 7= ==, r € C — {0}. The Cayley transformation is

r=iist & =14t (10.38)

The SU(1,1) classical domain takes the unbounded form

X'EyX =0, FEy= ((1) é)

(10.39)

P ={5f=y>0 ,rel}

P={r=75<0 ,7€els}

In the first chart, it is the unbounded upper half-plane and in the second chart
it is the unbounded lower half-plane. Therefore this realization of the classical
domain is called unbounded. The Cayley transformation of the boundary of
the classical domain is

r=x4+1:0 , z=¢e¥

RU{occ} 32 =—cots , e (0,27 (10.40)

where the circle of the disk transforms to the real line plus infinity. The trans-
formation of circles to lines and vice versa is a possibility of the linear fractional

transformation 2’ = %ﬂ;, ad — bc # 0.
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The characteristic boundary of the SU (2, 2) classical domain in its bounded
realization is
YIEgY =Y'V1 — Y)Y =0 (10.41)

which, in the "finite” chart detY; # 0, has the form wfw = 1. In the ”infin-
ity” chart det Y2 # 0 has projective coordinates @ = Y(Y?)~! and transition
function @ = w~'. Notice that the boundary of the bounded classical domain
U(2) = U(1) x SU(2) belongs entirely in both charts. Hence in the case of the
bounded realization we may work in a proper chart without paying attention to
chart transition problems.
The unbounded realization of the characteristic boundary of the SU(2,2)
classical domain is
XTEyX = XIX, + X1X, =0 (10.42)

In the coordinate chart det X; # 0, with r = iX,X; ', it has the form V"EZT“T =

y = 0. In the corresponding ”infinity” coordinate det X5 # 0, with transition

function 7 = iX; X, ' = —r~', it has the form Fgf =y = 0. Notice that in
this unbounded realization the transition function of the two boundaries is
5 70— 73 —(@' —aiz?)\ -l -1 e e e F
T A\ -3t +1i7?) 7% + 73 B T detz \ gl 4gp? 20 — o3
~0 __ _ .0 ~i i .
= 0 U= e s J= 123
(10.43)

Apparently the boundary of the classical domain y = 0 does not belong in the
transition region det x # 0. Therefore we have to be careful with the projective
charts.

Notice that there is an essential difference between these two similar (bounded
and unbounded) realizations of the SU(1,1) and SU(2,2) classical domains.
The double covering of SU(2) over its homomorphic group SO(3,R) group im-
plies that the group manifold SU(2) needs two non-intersecting sheets R? to be
covered.

In the U(2) manifold parametrization

—isinpsino e'X  cosp — isinpcoso
TE€(—mm) , pel0,2r) , oc€l0,m) , x€(0,2m)

weer [ COSPT isinpcoso  —isinpsino e X
o (10.44)

the angle variable p € [0,27) takes values in a double region instead of the
corresponding angle p € [0,7) of the homomorphic SO(3,R) group. Therefore
the Cayley transformation needs the following two cartesian coordinates z} for
p € [0,m) and z* for p € [m,27) to cover the entire U(2) "flat universe” defined
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as

2l = cos:mﬁ

o} + gk = conr Teosp SinO eix

Y = Gar ey 0050 (10.45)
7€ (0,2m), pe[0,m), o €[0,m), x € (0,27m)

sin p

§:i= COST +cCosp

>0 <4 cosT + cosp>0

and for p =7+ p’ as

0 _ sin 7’
T = os7/ — cos p’
Ly .
ot ix? = ——3L ___ging! eiX
COST" —COSp
3 _ _ sin p /
T = ~ st —cos p’ coso (1046)

e (—mm), pel0,n), o el0,x), x €(0,2r)

/. —sin p’
8 = Cost —cosp
p

>0 <+ cost — cosp’ <0

It is clear that z/ and z" coordinate charts do not overlap, because they cor-
respond to two different regions of U(2), which is the entire ”flat universe”. In
fact the parametrizations are chosen such that # and z” are coordinate charts
of w =TI and —1I respectively.

One may better undestand that the two R* are complementary by noticing
that the boundary Cayley transformation (10.14)

w= (iRgl — x)(iRyI + )"t = (iRgI + x) (iRl — x) (10.47)

as a transformation from the algebra = € su(2) to the group w € SU(2). The
proof is very simple

wiw=T
(3 (10.48)
2t —2=0

which is the hermitian condition for the algebra elements of a unitary group.

10.6 Difference of Penrose twistor and LCR-manifold

The reader might have observed the similarities of the LCR-structure formalism
with the Penrose twistors. But one should not be confused with the algebraic
similarities, because these two formalisms are conceptually completely differ-
ent! The LCR-structure is a conventional Cartan-Klein structure based on the
tetrad-Weyl symmetry. The Penrose twistor program is based on his observa-
tion that C'P(3) is the space of the solutions of the spinorial partial differential
equation

viaP —o
. (10.49)
M=) —ig% 0,
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with

A
zm:(A ) . 7Bl -
wp

(10.50)
wp = Wp
The hermitian matrix 244" determines the real line congruence
Taa=2aTa pnl Ny YV oand Ao #0 (10.51)

ACTyla

Hence in the context of LCR-manifolds, the Penrose observation may be used
in the case of asymptotically flat LCR-manifolds at null infinities, i.e.

P (XL XMy = XmIXMEY =0 | pyy(X™2,X"2) = X"2X™EY =0
Pra(XT, X"2) = XmIX"2E,,, — Ga(X™, X)) =0

K(Xml) =0= K(XmZ)
(10.52)
In this case we have two characteristic real vectors (line congruences) 53\? iy EE‘([
with possible different initial points

iw?, ,ﬁ 1 P
T(H)Aara = )\Cﬁﬁ;‘ +rA Ay L Ve oand Ao #£0
(10.53)
iw? ,F 2 —
T(_yara = ,\CA2WCA + 8)\2,4/)\?4 . Vs and NPw?c #0

with fixed z® and 2% respectively being different. This difference may describe
LCR-structure emerging interactions, but apparently the twistor formalism can-
not provide the gluonic gauge field.

11 QUADRATIC HYPERSURFACES OF CP?

We saw that the LCR-structure is directly related to a hypersurface of C'P(3).
The need for two geodetic and shear-free null congruences implies that the
corresponding polynomial must be at least of second degree. After a SL(4,C)
transformation a quadratic polynomial takes the form

K(X) =3 an(X")? (11.1)

n=0

This surface is regular if

aK(X):Q(aoXo a X! apX? a3X3)7é6>

K(X (11.2)

It occurs if a,, # 0, Vn. Recall that the unique solution X™ = 0 is not an element
of CP(3), because it does not define a radial line of C*. If one of a,, vanishes the
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surface is rank-3 singular and if two of a,, vanishes, it is rank-2 singular. Hence
the problem of ”flat” LCR-structures is analogous to the number of conics with
RP(3) replaced by CP(3).

We will restrict our study to the following set of quadratic hypersurfaces

K(Z) = ApnZ™Z" =0
a = ( w P> p= (—(p1 —ip?) —p0+p3) (11.3)

PT 0 P+t (! +ip?)
which is invariant under the Poincaré xdilation transformations. The variable
pH is the (real) 4-momentum and w a symmetric 2 x 2 complex matrix. If
det P = ptp”n,, # 0, the polynomial is irreducible and the hypersurface is
regular. After a Poincaréxdilation transformation, it takes the form

K(X") = X'X2 - X0X3 4 24X°X! =0 (11.4)

In order to generally study the regularity of a precise point X, we use the
line defined by the point X' and a direction 7™ as follows

X" = Xp! 4 sTm (11.5)
Then the quadratic (in s) polynomial becomes

K(X™) = K(X})+2s Z Apn XFT™ 4+ 823 Ay TT™ = 0 (11.6)
nm

If the point is generic, there are two solutions s;(1"), j = 1,2, for any direction
T™. These two solutions represent the two sheets, which correspond to the
vertex point X{§. The directions with s;(T™) = s2(T™) appear as singularities
of the precise projection. In order to cover this set too, we have to change the

vertex X§ of the projection.

If the point X7 belongs to the quadric we find the quadratic polynomial
K(X™) =s(2 Z Ay X§T™ + 83> A T™T™) =0 (11.7)
nm

As expected, one solution is s; = 0, and the second one ss is different of zero if
Z Apm XG§T™ # 0, otherwise the line determined by the solution 77, is tangent

to the quadric at the point X{. In the present case of regular (det(A,,) # 0)
quadrics, at each point of the quadric there are two different solutions, which
determine the tangent space of the quadric at X .

Let us now use two points X™, i = 1,2 of CP(3) to determine the line

X" = (1— 8) X" 4 sX72 (11.8)

which intersects the above quadratic hypesurface at two points. Essentially we
take T = X™2 — X" in the above method. They are the roots of the following
quadratic polynomial

K(X™) = (1 - 8)2K(X™) + 2K (X"2) +2(1 — 8)s 3" Apn X"1X™2 = 0
" (11.9)
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If the two points belong to the hypersurface we find
K(X™) =2(1-8)s> Appm XM X™2 =0

T A XPIX™2 £ () (11.10)
nm

that the intersections are only two, s = 0 and s = 1, as expected by the Bezout
theorem. But if the two points coincide, the method cannot be used, because
they cannot define a line of C'P(3) or equivalently a plane of C*.

Recall that every line of C'P(3) corresponds to a point r4/p of the grass-
mannian space G(4,2). If the two columns of the homogeneous coordinates are
projectively identified with the two intersection points of the surface with the
line 74/, the corresponding sheets s = 0 and s = 1 are

1
)\'(TA/B) .
xn=| N L j=1,2 11.11
J —i(roro + ror1Aj) J ( )

—i(rl/o =+ 7“1/1/\]‘)

where \j(rap) are the two roots of the corresponding Kerr quadratic polyno-
mial. In the case of the simple form (), this polynomial is

7’0/1)\2 + (7‘0/0 — Ty + 21&))\ —ryg=0 (1112)

and the two roots with their branch curve are

\ o —(7"0/0—r1/1+2ia)1\/(r0/0—r1/1+2ia)2+4r0/1r1/0
1(2) - 27"0/1

(11.13)

(TO’O —ryq + 2ia)2 + 4rgir10=0

A variation of the two sheets (branches) of the quadric and the C'P(3) embedding
of the branch curve can be subsequently found.

11.1 Reducible Poincaré covariant quadrics

If det(Amn) = 0, the quadric is reducible. In the case of Poincaré invariant
quadrics we actually study, it happens if det P = p*p“n,,, = 0. In this subsec-
tion I consider the rank-3 quadric surface. The rank-2 quadric will be studied
in connection with the neutrino particle.

After a Lorentz transformation, p! + ip? = 0 may be imposed in order to
simplify the calculations. In this case E —p? = 0 or E +p3 = 0 and the singular
points of the algebraic surface are

w11 w12 O 0 ZO

w w 2F 0 Zt
52 2]252 0o ofl|z2|=0 - Ben#0
o o o of \Z (11.14)

20=7'=272=0
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for E —p? =0 . At this point the tangent space is

A 0 X0
Zt 0 X!
22| = o] T x2 (11.15)
A 1 0

w11<X0)2 + 2w12X0X1 + WQQ(X1)2 + 4EX1X2 =0

It is a tangent cone. Two linearly independent tangent vectors are

X0 0 X0 0

X! 0 X! 41F

X2 - 1 ) X2 — —Wao (1116)
0 0 0 0

which determine the tangent plane at the singular point.
The rational parametrization of the tangent cone is found using the pencil

of lines that pass from (0,1, —422)

X0 X2

To =Xt ; T2 = X7

wll(ﬂjo)z + 2&]12560 “+ wao + 4EI2 =0
w

xo = s(xe — ¥22)

M 4B (11.17)
20 = 43 — AEt2e0
T = _4EI121(.«')5128
Hence we see that the reducible quadric is parametrized as follows
A tzo —4F(4F + 2w128)st
Zl t 4EOJ11$2t
22 —¢ tIQ - [CU11WQ252 — 4E(4E + 2W125)]t (1118)
Z3 1 4Eu}1182

In the zero gravity approximation we may parametrize the two columns of
G(4,2) as

W11(20)2 + 2W12ZOZI + w22(Z1)2 + 4E2122 =0

Z0 1

A A

z2 |~ —i(.’l?o/o +x0/1>\) (11.19)
VA —i(z10 + 211N)

(wgg — 4iEl‘0/1))\2 + 2(&112 — QiEl‘olo))\ +wi; =0

The two roots

—(w12—2tFExgo)E/(w12—2iExgg)?2 —wi1(wae—4iEx g,
)\1(2) = (2 o) \/(w122274iEzL;/01) (e 1) (1120)
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determine the two points on the two branches of the quadric intersected by the
line x 47 4.
For E + p? = 0 we have the singular points of the algebraic surface

wll(ZO)2 -+ 2Ld122021 + WQQ(ZI)Q + 4EZ122 =0
W11 Wiz 0 2F ZO
W12 W2 0 0 Zl

0 0 0 0 Z?
2E 0 0 O z3

=0 BEun#0 (11.21)

Z°=71=73=0

and proceed with Z?and Z?3 interchanged.

Because of the singularity, this reducible surface cannot be properly embed-
ded into C'P(3). It has to be blown up at the singularity point, i.e. embedded
into M x CP2. The blowing up at the singularity (0,0,0,1) goes as follows. We
first consider

A = {(zo, 1,20, WO : W' : W?2):
cwoWt =2 WO 2oW?2 = 2,WO0 2y W2 = 2,W1'} € A3 x CP(3)
WO

wo = Wz ) w1 = %
8 = {(JC071‘1,I2;’LUO,’LU1) X = x2woax1 = Ig’wl} - A3 X OP2 (1122)
A 0 X0
Z1 0 X!
22| = o] Tt x2
VA 1 0

wll(Xo)Q + 20.)12X0X1 + (,UQQ(Xl)Q + 4EX1X2 =0
Replacing into the surface I find

w11(20)? + 2wi2m0w1 + wao (1) + 4Ex129 = 0

L/L)\ll(l'o)z + 2w12x0x1 + UJ22(£L'1)2 + 4E(E1£L’2 = 0
A = {(zo,x1, 0 WO : WL W?2) 1 oW = WO 2gW?2 = 2oWO 2, W2 = 2, W} C A3 x CP?

wo wt
wo = W2 ) w1 = W2

A= {(wo, 21, T2; w0, w1) : Tg = Towp, 1 = w1} C A% x CP?
(11.23)
We will now study for E — p® = 0 the rank-2 singular quadric (with the
additional condition wq1 = 0)

Z 2w12 20 + wee Z +4EZ% =0, Euwiy #0 (11.24)

74



Its singular points are

0 w12 0 0 ZO
w12 W22 2FE 0 Z1 -0
0 28 0 0] |2*| "
0 0 0 0 73 (11.25)

Zl =0 :wuZO +2EZ2

This hypersurface of C'P(3) is the union of two independent hyperplanes. Their
singularities are the points of their intersection line.
For E + p? = 0 and wqs = 0, the singular points of the algebraic surface are

Zo[wnZO + leng + 4EZB] =0 5 Ewlg 7£ 0
W11 W12 0 2F ZO
w12 0 0 0 Z1 -0
0 0 0 0 z2| - (11.26)
28 0 0 O VA

ZO = Zl :wngl +2E23

and proceed with Z2and Z2 interchanged.

12 AUTOMORPHISMS OF LCR-STRUCTURES

The automorphisms of a structure are diffeomorphic deformations which pre-
serve the precise form of the structure. For example, looking for ”static axially
symmetric spacetimes” is equivalent to look for metrics, which admit the ”au-
tomorphisms of time-translation and z-rotation”. The general mathematical
approach to the mathematical goes through the Lie derivative along the de-
formation vector and apply the implied conditions on the structure variables.
In the present case we may apply either the Cartan method ([4]) or the direct
method of the real tetrad subject to the tetrad-Weyl symmetry.

The Cartan method starts with the extended tetrad (in the ambient complex
manifold) written in structure coordinates

=079 , m=m"0; , n=n%0, , =m0, (12.1)

The generator G of an automorphism of this LCR-structure must satisfy the
conditions ~ _ B B
GO =fRt+ fym . [Gom]=fl+ fim
(12.2)

This implies that the coordinates of a (real) symmetry generator have the fol-
lowing dependence on the structure coordinates

G = G(2%)q + G%(2P)05 + G (2P) 0, + G&(2P)05 (12.3)
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In the direct method, we look for diffeomorphic transformations which leave
the LCR-tetrad invariant. If X#9, is the general form of the symmetry alge-
bra generator of these transformations, their Lie derivatives must satisfy the
relations

Lxl=Axt{ , Lxn=Nxn , Lxm=DMxm (12.4)

where Ax, Nx, Mx are the tetrad-Weyl parameters. If we apply the property
Lx(fw) = fLxw+ (X", f)w (12.5)

of the Lie derivative relative to the general form of the symmetry algebra gen-
erator, the symmetry conditions () are reduced to

LX€:0 5 Lan() 5 LXm:0 (126)

which imply
ijfio y LXjn:O , Lij:() (12.7)

for all the independent generators of the Lie algebra.
Let us now suppose that X j” 0, are the independent Lie generators, which
determine the symmetry algebra of the LCR-structure

(X!'o, , X;‘BH] = h;;;1 X['0, (12.8)
Using the formula

Lx(e*) = Xi(de®) + d(X e?)
Lx(fonhw)=Lx(flwAw+ fLx(w) Aw+ fwA Lxw

dLng = LXJ- (dé) =0 5 dLX].n = LXj (dn) =0 5 dLij = dLXj (dm) =0
(12.9)
and the integrability conditions which are defined by the relations
dl=—(e+e)lAn+(a+B—TWUAm+@+B—T)ATM+(p—p)m AT
dn=—(y+F)An+(r—a—-BnAm+(F—-—a—BnAm+ (u—g)mAm
dm=—-(1+T)An+(y—F+p)lAm+(Ee——pnAm+(B—-—a)mAm
(12.10)
We finally find the relations

Lx;(e+8) =0 , Lx(a+B-7)=0 , Lx,(p—p)=0
LX](’Y—FW):O ) LXj(ﬂ-_a_ﬁ):O ) LXJ(/’[’_H):O

LX]'(T_F?):O ) LX,(’Y_V'FE):O ) LXj(&‘—g—p):O ) LXJ(B—E):O

(12.11)

We know that the elementary particles belong to representations of the
Poincaré group. In the context of PCFT the elementary particles (leptons and
quarks) are LCR-structure (and gauge field) distributional configurations, which
transform under a Poincaré transformation. The configurations, which admit
the time-translation and z-rotation generators as their automorphisms, will be
considered as their ”eigenstates”, and the configurations of the representation
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will be derived by simply applying the general transformation. Hence the prob-
lem of finding the elementary particles turns out to find the LCR-structures,
which are automorphic relative to the infinitesimal t-translation and z-rotation.

Using the following structure coordinates, viewed as regular structure coor-
dinates satisfying the following embedding conditions

0. .x2t 1. x1u 9. . x32 7. x02

z '_ZW s z = x0T z .—ZX12 5 z = X

0_0 0,70 — = =~ — 5 5 55 -~ —=

z —z z +z 1 1) 1 0 1) — z —z z —z 1 1)

- —U(ET=,252Y) =0, 28 =2Z(2%2021)=0 i —V(E5=,221) =0
(12.12)

the infinitesimal z-rotations are

0i _ ;€2 y0i 1 _ -e'? y14 2% g2 y2i 3i _ e yv3i
0XY = —i5- X , 60X =i X ,(5X~—12X , 0XT =05 X

029 =0 , 0zt =ie'22l | 520=0 , 6§28 =—igl22!
(12.13)
the above general form is restricted to
LDy ) =0, A W) =0, 252 - v(E5E L) =0
(12.14)
Assuming a quadratic Kerr polynomial K(X™) = Y A,,, X™X™ , I find that
the automorphic one relative to the z-rotation has tﬁe form
K =401 X°X' + 493 XOX3 + A1, X1 X2 + A3 X2 X3 (12.15)
The infinitesimal time-translations are
5X0i:0 , (SXh:O , ($X2i:7'0X0i ) (SXSZ.:*‘OXM
*© e (12.16)

620=¢% | §2l=0 , 6:9=¢2° |, gl=0

The automorphic LCR-structure conditions relative to both z-rotation and time-
translation become

LTyl =0, Fd-TwE-P =0, L2 vEla) =0

21 21

(12.17)
and the quadratic Kerr polynomial K (X™) takes the form
K =Apn XX + App(X1X2% - X0X3) (12.18)
Notice that if we try to impose the dilation
5X0i:_%XOi ) 5X1i:_%X1i
(12.19)
5)(21' — %XQi , 6X3i — %XBZ'

as an additional automorphism, the definition (12.12) of the structure coordi-
nates implies the infinitesimal transformation

020 = e2° , 02t =0
(12.20)

520 = 2" , ozt =0
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which imposes a = 0, which is the ”spherical” degenerate LCR-structure. The
additional condition of asymptotic flatness at null infinity

XmlEmanl =0= XmZEmanZ

=0 , zT—;W(zﬁ—E):O , =20 gq-z

1

and a symmetry between the left and right chiral columns z'2! = z'z1. TIts

embedding in G(4,2) is

1 —z1
) 2! 1
XM = . 0 T T o
—iz iz' (2" — 2ia)
—i2(20 + 2ia) —i29 (12.22)

21 = eiPeiafi(r) gan g

20 =t — fo(r) — 2iasin®
20 =t + fo(r) + 2iasin? ,
2 2
folr) = [F=5=dr ,  fi(r) = [xdr
The important point here is that this LCR-structure with ”electromagnetic”

and ”gravitational” dressing admits as automorphisms the two commuting gen-
erators of the Poincaré group.

[
2 b)
% 21 = emive—iafi(n) g g

12.1 Symmetric LCR-structures

In the unbounded realization the affine group of the boundary of the SU(2,2)
classical domain is the Poincaréxdilation group

(ii) - (—;;B (BTO)_l) ( 2 ) (12.23)

detB#0 , TT=T
The infinitesimal z-rotations are

§X3 =i X3

(12.24)
The regular symmetric quartic Y Agimn Z¥Z'Z™ Z™ homogeneous Kerr polyno-
mial is

Ag011(Z92(Z1)2 + Ago13(Z2°)2(ZY)(Z3) + Aposz(Z2°)3(Z3)%+
+A0112(Z2°)(Z1)*(Z%) 4 Ao123(Z2°)(Z1)(Z22)(Z2°)+
+A0233(Z2°)(Z2°)(Z3)? + A1122(Z1)*(Z2%)%+
+A1903(Z1V)(Z)2(Z3) + A2233(Z22)*(Z23)2 =0

0X0 =it X0 | §X'=iy X' | 0X?=—i% X7

)

;g (12.25)
)2

If we impose automorphism under an infinitesimal massive time-translation
0X0=0 , 6X'=0 , 6X2=—ie"X? , 6X3=—iX! (12.26)
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to the above axially symmetric Kerr polynomial, we find that the invariant
polynomial takes the form

AZ* 7% - Z2°7232 + B(Z2°ZY (2 7% - Z2°Z%) + C0(Z°ZY) 2 =0 (12.27)

which is essentially a reducible quartic polynomial equivalent to the product of
two static quadrics.

The general quartic has four intersections with a general line of CP(3). Two
such intersections determine an LCR-structure

X"i:< A ) (12.28)

—i?“A/B/\AZ

at a complex point r4'p = T4 B + iya g of the grassmannian manifold G(4,2).
Two different SL(2,C) transformations can apply on A

NAE = GrANBE NG \Bigl (12.29)

The first is simply part of a Lorentz transformation implying the form of the

solution in the new coordinates. But the second transformation gives a linear

combination of the two solutions at the same grassmannian point, which are no

longer solutions of the Kerr polynomial. In the spinorial terminology of general

relativity, the second transformation changes the dyad basis. The new one is no

longer geodetic and shear-free, and hence they do not define a LCR-structure.
In the zero gravity case

1
n A
= il -2 - @i (12.30)
—i[—(x + iy) + (t + 2)]

in the X% # 0 coordinate chart, the axisymmetric quartic Kerr polynomial takes
the form

A011(Z92(Z1)2 + Ago13(Z2°)2(ZY)(Z3) + Apozz(Z2°)3(Z3)%+
+A0112(Z°)(Z4)2(Z?) + Ao123(Z2°)(Z4)(22)(Z3)+
+A0233(Z2°)(Z%)(Z3)% + A1122(Z1)%(Z22)%+
+A1223(ZV)(Z%)2(Z3) + A233(Z2%)%(Z3)2 =0

;g (12.31)
)2

13 RULED SURFACES OF CP(3)

Through the realizability of the lorentzian CR-structure (the fundamental geo-
metric structure of PCFT) and its projectivization, we found its direct relation
with the (reducible and irreducible) algebraic surfaces of CP(3). Our first result
was the identification of the physical Poincaré group with the linear transfor-
mation of the boundary of the Siegel domain, viewed as a subgroup of SU(2, 2),
which is subgroup of SL(4,C) of CP(3). It is known that besides the im-
plicit (polynomial) parameterization, a surface has the explicit (not necessarily
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rational) parameterization. The ruled surfaces have a special explicit parame-
terization, which reveals their internal property to be made up of lines, which
determine a generally complex trajectory in the grassmannian space. That is,
they have the form

Z™M(1,8) = (1 — 8)Z™ (1) + s2™2(7) =
= Z™Y(1) + sT™ (1) (13.1)

(1) = Z™2(1) — Z™(7)

where T™ (7) indicates the direction of the generating line which meets Z™!(7)
(the generatrix) at 7. In this definition the Kerr function is replaced with its
proper parametrization.

Any two different directrices of a ruled surface are in one-to-one correspon-
dence implied by their intersection points with a generating line (generator,
ruling). Hence all the curves of the ruled surface have the same genus, which is
the genus of the ruled surface.

Let us now consider a ruled surface of order k. A non-tangent plane in
general position in CP(3), passing through a generator [, also intersects the
surface with a curve Z™! (1) of order k — 1. The line [ intersects D™(7) in k — 1
points, which are the points where the plane meets other generators of the ruled
surface. Hence every generator is met by k — 2 other generators (see Edge’s
book][8]). Besides, there is a double curve D™(7), where every two generators
meet and it meets every generator in £ — 2 points.

The generating lines correspond to complex points of the grassmannian man-
ifold G(4,2), with projective coordinates

0 3 il 2
(1) = iXo X = (_é1 +i§2) (50 +€Z§ )>

o (2% 2% _(2°(r,0) 2%, 1) (13.2)
Pzt z22) T\ Z%,0) 27, 1)
o (27 22N _(Z3(r,0) Z3(r.1)
2T\zt z%2) T \Z%(r,0) Z3(r,1)

Using homogeneous coordinates, this curve of G(4,2) is spanned by the two
points Z™(7); i = 1,2 of C*. The curve is called non-degenerate if the following
determinant does not identically vanish

det[Z"!, Z"2 %:1, dgf] = det ‘_Xl » R
—Zle —Z(£X1 + le)

_aetl((10) (X X, o deb(F)(de
=d t[(_i5 1)(() _ZEX1>] det(&)(det X1)?

(13.3)

.a-b
This happens if and only if £ £ n,, # 0. This condition will differentiate the
massive from the massless partner (neutrino) of a leptonic generation. The
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complex trajectory is related to the ordinary classical trajectory of the particle
viewed as a soliton. If they are real, they are identified with the well known
trajectories of the Lienard-Wiechert potential. In the context of general rela-
tivity, Newman first observed the relation of such complex trajectories with the
geodetic and shear-free null congruences.

If the curve is degenerate, the gaussian curvature of the ruled surface vanishes
and the ruled surface is called developable. The developable surfaces of C'P(3)
are cones, cylinders and tangent developables with T"(7) = %.

In the context of general relativity, Newman|[?] showed that a complex tra-
jectory in complex Minkowski spectime defines a geodetic and shear free null
congruence. A quite general Poincaré covariant explicit parameterization of a
ruled hypersurface of C'P(3) and its corresponding grassmannian patch, is

Z2%(t,s) Z°(7,3)

ni __ Zl(Tﬂ 5) Zl(?ag) _ )‘Ai

= 20 2639 | T i (13.4)
Z3(t,8) Z3(7,3

where the rp/p = r,0%, 5 are the projective coordinates, generally outside the
&, (1) trajectory of the ruled surface. Because simply not all the pairs of points
of a ruled surface belong to rulings. If 7, € &,(7) a projective line of CP(3)
cincides with a ruling line of the ruled surface.
The reparametrization (7) ambiguity may be fixed with either the condition
b

€°(7) = 7 or the more restrictive one faf Nep = 1. In the coordinate chart
7% =1 of CP(3), a general point of the ruled surface determined by a trajectory
€°(7) has the form

1 0
" _ 0 1
R B o R R
i(€" +i€?) i€ +€°) (13.5)

)\ = (1=s)A () +sA2 (1)
T (1=8)A0 (1) +sA02(7)

The first term is the "directrix curve” of the ruled surface and the second is the
”generating line” ("ruling”) of the surface. This is the form we have already
assumed in order to introduce the trajectory of the electron. And precisely the
linear trajectory (1) = v + d® with (v*)2 = 1 corresponds to the ”free”
electron and with (v?)? = 0 corresponds to its neutrino.

A general line (r € G(4,2)) of CP(3), generally intersects d times the ruled
surface and d coincides with the algebraic degree of the ruled surface. Two
of these intersection points (X™!(71,s1) , X"?(79,s2)) determine the line and
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subsequently

ni < )\Al(ThSl) )\AQ(TQ,SQ) ) < )\Ai >
X™ = . Bl . B2 | — . Bi

_Zé.B/B(Tl))\ —Zé.B/B(TQ))\ —’LT'B/B>\
o (13.6)
Ai oy _ (A %(Ti73i) C
A (T“Sl) - <Ah(7-i73i) ’ = 172

Using spinorial coordinates, the above relation takes the form

A A
(—irAIB)\Bj> B <—ifA'B(Tj)/\Bj> (13.7)

(rarp — fA'B(Tj)))\Bj =0

which are two homogeneous linear equations for every j = 1,2. They admit a
(projectively) non-vanishing solution ABI for every j, if

det(rap — & p(7)) = det(r — §(7)) =
= (r* = €)(r" =€) =0
Every generally complex solution 7(r) of this equation is replaced back into

(13.7) and find the corresponding spinor A, For every column of X™ (point of
CP(3)) we get a pair of generally complex functions

(13.8)

A (r
Lr)y=m(r) , 2(r)= 7»)1;71@))

ZO(T) = TQ(T) ) zl(r) = )\nigzg;;

(13.9)
which may be assumed as the structure coordinates in the ambient complex man-
ifold of the LCR-structure. After the projection to the real LCR-submanifold,
they become proper structure coordinates.

The reader must not confuse the set of ”straight” lines of C'P(3), which are
all the points 74s4 of the grassmannian manifold G(4,2), with the rulings of
the rulled surface, i.e. the ”straight” lines which belong (as sets of points) to
the ruled hypersurface of C'P(3), and which are just the points of the complex
trajectory € 4 4(7) in G(4,2).

A geometric visualization of the above mathematical procedure is the fol-
lowing. A point of the grassmannian manifold with projective coordinates r
determines a line of CP(3). This line intersects the hypersurface of CP(3)
at a number of points (equal to the polynomial degree of the surface), which
belong to different sheets of the surface of CP(3). Every pair of intersection
points with homogeneous coordinates X™ may be taken as the correspond-
ing homogeneous coordinates of the grassmannian point r. Hence every point
r € G(4,2) , determines (and is determined by) two points £°(71) and €°(r3)
of the complex trajectory &° (1) with two corresponding spinors )\Al(n, s1) and
A2(75, s2). Notice that the trajectory £°(7) determines the algebraic subcurve
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of CP(3), where the two sheets intersect, A*(71) = A*(72). This is valid for
any point 7 of the ambient complex manifold. If the point belongs in the real
LCR-submanifold, i.e. if r* = 2% + iy*(z), the ”observer” at the point x*, has
the local null system

Lo = Lot XA Ne = g XA e = Lo, XM
(13.10)
where we have substituted r* = x® + iy®(x). Notice that if we choose the
€°(7) = 7 parameterization, we find

) ; Plir? _el(50)_i£2(50
zo(‘r) = To(x) - (Tz(x) -£ (ZO))2 ) Zl(x) = r‘t:ﬂfgog;gfzg((z‘z))

; B 1_ .2 10,0y, :¢2(,0
D) =@ + /@) - €D, Al = En= e
(13.11)
Hence, the left column of X™! provides the retarded coordinates 2*(x) and the
right column X2 provides the advanced coordinates z®(x). The (curved) LCR-
tetrad is found as usual by simply taking the differential forms of the structure
coordinates and using their reality conditions.

One can easily see that in the zero gravity approximation y*(z) = 0, the
structure coordinates (and the null tetrad) are completely determined by the
generally complex trajectory as we should expect from Kerr’s theorem (in Minkowski
spacetime). In the first % approximation, the LCR-structure coordinates take
the form

1 i altiz? -t (20)—ig?(2°
zO(x) ~ 0 — % (¢ = &' (29))2 zl(x) ~ z‘)—:megngOg,;S(i())) (15.12)
0(p) ~ 0 1 1 i (02 T ~ & —iz® =& (a%)+ie>(2°) '
z (I’) = + c (fE E (:E )) Y z (‘T) s 360—3’:3—{0(:160)-‘,-53(3:0)

where the (dimensional) light velocity factor is made apparent in order to reveal
the newtonian approximation. ‘

The points of the trajectory &'(z°) are the singularities of the structure
coordinates. If the trajectory is real, the trajectory is just a curve in LCR-
manifold. But if the trajectory is complex &(20) = &j(2°) + i€} (20), the
singularity is the surface

(" = €'(20))? = (&7 = ER(2"))? = (§(2"))? = 2i(a — £ (2°))é7 (") = 0

(2 — Eh(@®) — ()2 =0, (a7 — Eh@®)El(a®) = 0
(13.13)
This is the well-known ring-like singularity of Kerr-type metrics in general rel-
ativity. The imaginary part of the trajectory is related to the spin of the LCR-
structure. It is exactly this imaginary part that generates the fermionic gyro-
magnetic ratio of the Kerr-Newman spacetime. Hence the complex trajectory
£%(7) is the singular curve where two sheets of the surface of C'P(3) intersect.
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The free electron and its neutrino correspond to the linear trajectory fb(T) =
v°7 +d? with v® real and d® generally complex. Using the common parametriza-
tion £° = s, i.e. &/(s) = Vis 4+ d* we may realize how the electron and its
neutrino singularities are related. The electron is a ruled irreducible surface
with non-vanishing gaussian curvature with its algebraic singularity the cylin-
der space ring ¥2® € R. Its neutrino is a reducible developable hypersurface,
which is the union of two hyperplanes, intersecting at a line which closes at the
"infinity” of the compact reducible hypersurface of C'P(3).

Up to now we have considered that both left and right columns of the homo-
geneous coordinates have the same generally complex trajectory. But we may
also assume that they have different trajectories. That is

A 2\
(—iTA/BABj> = —igg/)B(Tj)/\Bj (13.14)

Recall that in the implicit (polynomial) parameterization of the hypersurfaces
of CP(3), we had considered the possibility of irreducible and reducible polyno-
mials. Apparently the case of different trajectories for each column corresponds
to the case of reducible polynomial surfaces.

13.1 The free electron trajectory

Let us now consider the simple case of LCR-structures with linear trajectory

)=t et (€)= =1

X° A°
Xt Al
X2 =i[(0° = o)1 4+ (& = A)A — (v — i) 7 + (¢! —ic?))\
X3 —i[— (" 4 )T + ( + )N + ((0° + )7 + (® + A)A!

(13.15)
where v® is the real velocity of the LCR-structure and c%is generally complex.
If we eliminate the projective variable )\A, we find

iX?2— (=X + (P —ic®) X\ (0¥ —v3) X0 — (vl — )X1
(iX3+(cl+ic2)X0(CO+03)X1)_< — (vt +iv?) X0 + vO v3) X )T
(13.16)
and after the elimination of the second variable 7, we find the following quadratic
hypersurface

A XX = 0)

oo = 20— (0t i) — (e i) )

Aor = 2i[cPv3 — 300 +ictv? —icvl] (13.17)
Apy = — (vt +iv? ) Az = —(v0 =%

Apr = =2i[(ct —ic?) (00 +03) — (P — ) (v —iv?)]

Ap=0"4+v3 | A =v'—iv? | A=Az =A33=0
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Recall that the Poincaré transformation of the homogeneous coordinates X,
the velocity v and complex initial position are given by the formula

@) B (—33 <B*O>—1) ( 2 )

v =B HwBY , =B YH(BH+T
detB=1 , Tt=T

(13.18)

After a spacetime translation and a Lorentz transformation we may impose
c® =(0,0,0,ia) and v = I. Then the quadratic polynomial takes the form

X1X2 - XOX3 4 24X0X1 =0 (13.19)

which is the Kerr polynomial already suggested by the use of automorphisms.
Notice that a complex Poincaré transformation, which preserves the LCR-structure
form, but it does not preserve the classical domain, removes completely c¢®.

13.2 Complex trajectories in Plucker coordinates

I consider the six homogeneous Plucker coordinates of G(4,2) ,

Pmn = EWLnklAX—klXm2
(13.20)
6ﬁ”]lklpmnpkl =0
which is a quadric in CP®. In the proper homogeneous coordinates it takes the
simple form

Rg _ i}p)za*;m , Ri — Z:724;])1)13 , R52 :p_ iz;;rpls
— P23 14 — 12—P34 — 12 34
R =355, R o o B 2 (13.21)
it = (RO — (R = (R + (R — RY)(R® + RY) =0
Using the formula
A Bl o = EE’ZL]?) +n"ean
(13.22)
AN p =1
we find
pr2 = —Nprr? . pis=i(rt+ir?) , pa=i(r®—1?)
paz = —i(r* +7%) , pa=—i(r' —ir®) , pa=1
0_,0 1_ 1 2 _ 2 3_,3 4 _ _ ngprtri4l 5 _ _ ngprir’—1
R =7", R =r, R°=r® R =1’ R=-7oo—" R=_—"Tt—
(13.23)

where the notation has been chosen such that R becomes real for ”flat” LCR
structures.
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The LCR-surface in Plucker coordinates (in the quadric of CP?) is found by
simply replacing r® = x®+iy®(z). But the LCR-structure cannot be completely
determined, because it also depends on the sections A{'and A3 in CP! fiber. In
the case of zero gravity the LCR-surface is implied by y®(x) = 0, as usual.

In the case of a ruled surface determined (in my notation) by the two curves

~—

1 1

X?(T,O) = _i(€00_ 53) ) X;L(T, 1) = z( 0 _ 53) i_ 2(51 _ 252)
i(gh +i€?) M€+%%—u@+@% |
13.24

the corresponding trajectory has the form

pro = Nl piz =i +i€?) , pu=i€—¢)
D23 = _i(go + 53) 5 D24 = _Z(El - 152) 3 P34 = 1 (1325)

in the Klein quadric of C'P®.

13.3 Classification of rational ruled surfaces in C'P(3)

The are determined by one of its generatrices Z"!(7) and the direction 7" (7)
of the corresponding to 7 line, which belongs to the ruled surface

Zm(1,8) = Z™ (1) + sT™(1) (13.26)

If the direction T"(7) is tangent to a generatrix, i.e. T"(7) = %IT(T), the ruled
surface becomes developable and constitutes the formal massive-massless pairs
of leptons and quarks.

A typical classification of the ruled surfaces (and its related developable)
exists through the classification of the curves in CP(3). The most general
rational (genus g = 0) curve has the form

1 1 0
" T " T 1
Z (T) = ,7_2 ) Z l(T7S) = 7_2 +s tl(T)
T T () (13.27)

ZOZQ—(Zl)QZO, (ZO)QzlS_(Z1)3:O7 leS_(zQ)QZO

where the last line gives the algebraic form of this cubic curve. The correspond-
ing developable surface is

1 0
1
Zn(r,8) = :2 +5| o (13.28)
73 372

where the direction of lines is the holomorphic derivative of the generatrix.
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13.4 Frenet and Darboux frames in C'P(3)

Following Griffiths[17] the homogeneous coordinates Z" € C* of the points of
CP(3) are understood relative to a unitary basis {A4,, n =0,1,2,3}. Thus the
set of all these frames are the group SU(4). Then (following Cartan) we have

dA, = A 0™ . 0™ =07
(13.29)
Q=doF +0F nom =0

where 6] is the SU(4) connection and €2 is the vanishing of the group curvature
(the Maurer-Catan equations). Fixing the vector Ay, the group SU(4) is reduced
down to U(1) x SU(3), where U(1) applies along the line determined by Ay,
and SU(3) in its perpendicular (A7) 3-dimensional space.

In terms of a holomorphic curve Z({) of CP(3), we may build up a Frenet
frame[17] if its jacobian

J(Q) = Z(Q) v ZI () v ZP(¢) v ZP(c) (13.30)

does not identically vanish. In the neighborhood of a regular point J({,) # 0,
the (complex) orthonormal basis is

_ ixe _Z(Q)
Wo = e gz

. (1)
WO \/ Wl — elxl M
[1Z(OvZD ()] (13.31)

_ ixg 2(OVZM(OVZP(¢)
Wo VWL VW2 = e U zmvzo o

i Z(OVZO (OVZP (Ovz® (<)
Wo VWL VW VW5 = e v zm vz v 2@ @l

where the angle ambiguity is explicitly written. Thus the Frenet equations are

dWo = 0ooWo + 001 Wy
dW1 = 010Wo + 011 W1 + 015 W5
dWs = 051 W1 4 020Wo + O23W5

(13.32)

In the affine subspace Z° = 1, the holomorphic curve is Z%(¢), the group is
restricted to SU(3) and the corresponding affine ASU(3) basis is

; _ ZW©
e W = 7o

i AQITWIALY
X2 Wy V Wy = 122 (13.33)

i _ AQ) ¢ vz () ¢ vz® ¢
€AWV Wa V Ws = ez ey 7o)

and the Cartan lift of the holomorphic curve Z%(() is

1 0 0 0
Clzrowh owlowd
75 WP Wi Wi

(13.34)
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The flat ASU(3) connection w and its flat curvature are

w:=g tdg

O T U (13.35)
That is
dg = gw .
dZ =Ww' , dW; = Ww! (13.36)
. . u . 3 |
dw' +wi Awh =0, dw! +wj Awh =0

In the case of non-trivial scalar product < W; - W; >= §,;, the Maurer-
Cartan connection of wj will satisty the anti-hermiticity condition

<Wi'Wj >= 51‘]’
_ v
< dW; - W;>+<W;- de >=0 (1337)
4

l Gk —
5ile + 5jkwf =

That is wj— belongs to the Lie group of SU(3), as expected.
In the simple case of the 1-dimensional conformal metric and the correspond-
ing (1,1) form
ds? = h*dsd( , Q= Lth%dsAdC
(13.38)
RicQ) = id0log h
where the last is the Ricci form (curvature). Let a (1,0)-form € such that

0 = hd¢

Q=10A0

(13.39)

symmetric relative to § — ¢?¥#. Then there is the (antihermitian) connection

¢ =—0logh+Odlogh=—¢

4 =¢N0 (13.40)

RicQ = d¢

providing the U(1) curvature, which is apparently invariant under the U(1)

transformation 4
0 — o

¢ = ¢+ dy
In the case of CP(3) we have[l7] the hermitian Frenet frame Wy({) is a
linear combination of the first k& derivatives of the holomorphic curve

Wo(¢), Wi(€), Wa(¢), Ws(C)

(13.41)

dWo = 0ooWo + 001 Wy
AW = 610Wo + 011 W1 + 012Ws
AWy = 021 W1 + O022Wo + 023 W3
dWs3 = 035Wo + 033W3

(13.42)
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Let _
Qo = 5001 NOo1 — ¢g = 0oo — 011
O = 3012A 012 = ¢y =011 — b
Qg = 5023 N033 — ¢y =030 — 033
Q3 = 5001 A Oo1

(13.43)

the (1,1) and the corresponding (antihermitian) connections
The definition of the Darboux frame starts from the choice of a curve in
a surface, and it is finally adapted to the surface by completing the frame
with the normal vectors of the surface. Our interest to this kind of frames
comes from the possibility to ”clarify” (at least at the classical level) how a free
massless neutrino may appear as massive. The classical emergence of a particle
trajectory strongly suggests that the original hypersurface of C'P(3), has to be
(or related to) a ruled surface which is intimately related to a complex trajectory.
The massive and massless electron and neutrino pair will be determined with
a proper ruled surface and its corresponding developable (tangential) surface
respectively. Therefore we will now determine the Darboux frame of a ruled
surface
X™(r,8) = X™ (1) + sT™(7) (13.44)

The Frenet frame is based on the base curve X™!(7), which provides the or-
thonormalization of the four linearly independent X™!, X/m! Xx/ml_  x/ml
using the Gram-Schmidt method. In the case of a developable surface, the
Frenet frame cannot be defined because the Gaussian curvature vanishes. But
its adaptation to the surface works. Notice that the two tangent vectors to the
ruled surface are

0, X™(1,8) = 0, X" (1) + 50, T™(T)

B X™ (. 5) = T™(7) (13.45)
For a tangential developable surface i.e. T™(7) = 0, X™!(7), we have
m — ml 2 yml
0-X"(1,8) = 0, X™ (1) + s0: X" (1) (13.46)

0 X™(1,8) = 0. X™ (1)

the surface is well defined for s # 0 # 92X™!. The third vector is chosen
vertical to the above vectors (i.e. to the surface).

14 DISCRETE TRANSFORMATIONS

We know that a quite general LCR-structure may be viewed as a line in C'P(3)
which intersects an (reducible or irreducible) algebraic hypersurface in d distinct
points. d is the degree of the hypersurface. Two distinct intersection points X ™
determine the structure coordinates if

P11 (XML X)) =0 = poy (X2, X72)

p12(X™L X"2) = ( (14.1)
Ki(X™) =0 = Ky(X™?)
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where all the functions are (independently) homogeneous relative to X™! and
xXn2,

A general symmetry group of the above set of solutions is SL(4, C), the sym-
metry group of the grassmannian space G(4,2). Do not confuse the symmetries
of the set of solutions and the automorphisms of a given LCR~structure. The
symmetry group of the boundary of the classical domain (the flat spacetime in

PCFT) is } ;
(%) - (z'];B (BTO)l) ( é ) (14.2)

BeSL(2,C) , Th=T

In the context of riemannian geometry a general Lorentz transformation is
defined as the set of matrices g, which preserve the Minkowski metric (g7 ng = n)
and they constitute the general Lorentz group. The complete Lorentz group
leaves invariant all the three regions of the Minkowski spacetime divided by the
light cone

n,2° >0 , 2°>0 , forward time — like cone
27 >0 , 2°<0 , backward time — like cone (14.3)
29,2 <0 ,  space — like region

The subgroup with det g = 1, is called proper Lorentz group.

A minkowiskian vector x® is represented with a hermitian 2 x 2 matrix
Tap = Ngpr’c% 5 With measure detx = x%n,, and vice-versa a hermitian
matrix defines a vector z¢ = UCA/BxA/B. Hence the SL(2,C) transformation B
is a general Lorentz transformation 2’ = Bz B, because it preserves hermiticity
and detx. In fact B and —B correspond to the same general Lorentz trans-
formation. But SL(2,C) is a connected group, therefore it must correspond to
the proper Lorentz group (det g = 1), where the identity of the general Lorentz
group belongs. Hence the symmetry of PCFT is just the proper orthochronus
Lorentz group, while the symmetry of the Minkowski space is the larger general
Lorentz. That is LCR-structure may ”see” spatial and temporal reflections,
which cannot be ”seen” by the metric of the riemannian geometry.

14.1 Parity (Spatial reflection)

The spatial reflection is the cartesian coordinate z® transformation with the

matrix
1

-1 (14.4)

®
Il

-1
-1
It does not belong to the proper Lorentz group because det g = —1. In fact the

complete Lorentz group is the group obtained by including s into the proper
Lorentz group.
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The spatial reflection s defines the following automorphism of the proper
Lorentz group ¢’ = sgs~!. This automorphism is external for proper Lorentz

group and internal for the complete and general Lorentz groups. Note that

(97) "t =ngn~t =sgs! (14.5)

The spatial reflection s does not belong to SL(2,C), which is identical with
the proper Lorentz group. That is there is no element of SL(2,C), which cor-
responds to s. But one can easily see that

0 _ 3 (ol o2 0. .3 1_ .2
x,:< ¥ —x (z iz )> _ ((x +2x (x' —ix )> _ et

7(%’1 + i(ﬂ/2) Z/O + 93'3 1’1 + ixQ) xO _ xS

€= (_01 (1))
(14.6)

We know that ¢/, = sgies ' is an external automorphism of the proper
Lorentz group, the corresponding automorphism of the SL(2,C) group is A’ =
+(A")~1, that is

A= (Cc‘ Z) L A= (A =+ (_db _ac> (14.7)

—A'
The geodetic and shear-free condition for a flat null vector ¢# = X" o/}, B)\B
is

MMV oa g =0 , X=X <i>

(14.8)
(60/0)\) + )\(80/1)\) =0 and (81/0)\) + )\(81/1)\) =0
A general solution of these equations is any A(zA'B) = i—;, which satisfies a
relation
K()\, Toro + oA, 10+ .’1?1/1)\) =0 (149)
with an arbitrary Kerr function K (-, -, -) . Be careful on the upper and lower
indices
" 20 — 3 —(z! —iz?)
TAA=TuOara = — (2t +iz?) 20 + 23
0 3 14 .2
AA_ o AA_ [ Tt (z! +1i2%)
X X O—u <($1 _ 21‘2) xo _ 1‘3 (14.10)

Oy + 03 01 —id
o p _ (0o 3 1 2\ _ o o
Oara = 04 a0 = (31 +1i02 0Oy — 33) o 28xA’A
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A parity transformation implies

oN 1_ON
5000 TAzo0r =0 and 5575

i
r_ 1 a0 (1Y a0 (=X (14.11)
ov o) e ()

Notice that the representation of the spinor changes, as expected, because parity
does not belong to SL(2,C).
In the context of LCR-structures, parity transformation takes the form

- AT e 0 A
Xlnz — . — . —1
( —ia!y g N ) (0 e> ( —iTA )E (14.12)

A=¢1\Ne

which is the interchange of the intersection points of the line of C'P(3) of the
conjugate spacetime point with the hypersurface K(Z") = 0.

14.2 Temporal reflection

The temporal reflection matrix is

~1
B +1
t= Y (14.13)

+1

This matrix transforms the forward time-like region to the backward time-like
region and vice-versa. It does not belong nor to the proper Lorentz group,
neither to the complete Lorentz group. The general Lorentz group is the group
obtained by including ¢ into the complete Lorentz group.

The temporal reflection ¢ defines the following automorphism of the proper
Lorentz group ¢’ = tgt—!.This automorphism is external for the proper (det g =
1) and the complete (preserves the light-cone distinguishing connected regions)
Lorentz group, but it is internal for the general Lorentz group. Note that
= L= sgs™! =tgt™! (14.14)

(")t =ngn~

One can easily see that a temporal reflection implies

0 _ .03 N B 03 (o2
x,(_:r x (2" —ix ))( ) —x (z' — iz )>ezel

(3;‘/1 +’ix'2) 2/0 +l‘/3 _(331 +ix2) — 20 +3;‘3

~(4)

(14.15)
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A temporal reflection transformation implies

N 1N _ o\ 1N _
5000 TAsor =0 and 555 + XN 757 =0
<==>

r_ - Ao (1Y ae (=X (14.16)
ooz e (l)- 2 ()

Notice that the representation of the spinor changes, as expected, because t does
not belong to SL(2,C).

In the context of LCR-structures, temporal reflection transformation takes
the form

. NAl — 0 Py
X/nv, — . — . —1
( —ixly g NN ) (0 —e) ( —iTA )6 (14.17)

A=¢e1Ne

which is the interchange of the intersection points of the line of C'P(3) of the
conjugate spacetime point with the hypersurface K(Z™) = 0.

14.3 Left and right chiral parts

The fundamental quantity of general relativity, metric g,, =: nabeﬁef’,, does not
uniquely define the tetrad ej;. It is defined up to a local Lorentz transformation.
On the other hand, LCR-structure starts with a precise geodetic and shear-
free tetrad and the ambiguity is transferred on the definition of the metric.
Therefore, at this point, substantial differences are expected between PCFT and
general relativity, because the local Lorentz transformation does not preserve
the LCR-structure property of the tetrad. In order to realize these differences
we first consider the case of flat spacetimes. The null tetrad of the Minkowski
metric is determined by two independent spinors A through the relations

Al

- —A'1
_ 1 _ I
=X dhpg , mtF=X op

(14.18)
nh — XA/QU,;‘/B/\BQ . mt = XA’QU,;‘/B/\Bl

Any linear transformation N4 = C]’:)\Aj with det(C?) = 1 implies a different
null tetrad of the Minkowski metric. But this linear transformation does not
preserve the non-linear geodetic and shear-free conditions. Kerr theorem states
that only transformations between roots of homogeneous polynomials

K()\A, 3?0/()/\0 + .’E()/l)\l, 371/())\0 + .%'1/1)\1) =0 (1419)

connect geodetic and shear-free null tetrads.
In the context of PCFT the LCR-tetrad (¢, m;n,m) is separated into the two
parts (¢,m) and (n, ™), which are separately integrable but they are related with
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a complex condition. The first pair (¢,m) is called left part and the second pair
(n,mm) is called right part. The left-right chiral transformation is the interchange
(¢,m) < (n,m) of these two integrable pairs of the LCR-tetrad. If the LCR-
structure is realizable, an equivalent definition is the interchange of the two
pairs (2%) < (29) of the structure coordinates. If the LCR-manifold is a real
surface of the grassmannian space G(4,2), an equivalent definition of left-right
chiral transformation is the interchange of the two columns X™! & X™2 of its
homogeneous coordinates, which are two intersection points of the corresponding
line and an hypersurface of CP(3).

These two parts are related with the corresponding spinor parts through
their SL(2,C) transformations. It appears through the regular coordinates of a
LCR-structure which satisfy the conditions

Imz0 = ¢, (21, 2", Re2%) , Im20 = gy (21,27, Rez0)

2t =zt = ¢y5(2P,2°) (14.20)
4511(0) = ¢22(0) = ¢12(0) =0 , d¢11(0) = d¢22(0) = d¢12(0) =0

Notice that we may assume the variables Re 2%, 2!, Re 20 as independent coordi-
nates, where z! is the complex sphere coordinate. In the simple case of celestial
sphere, it transforms as

2= % , ad—bc=1 (14.21)

Then we see that in two sets of regular coordinates, the dependent variable 21
transforms under the chiral representation

S % , ad—bc=1 (14.22)

=l

=

This is implied by the incidence relation z! — 21 = 02(2%, 2°), applied order by
order.

The first remark is that the LCR-structure ”sees” the chirality while the
riemannian structure cannot. From the defining algebraic conditions (14.1) of
a LCR-manifold, the first check of the chiral symmetry of a solitonic LCR-
configuration is the irreducibility or reducibility of the hypersurface of C'P(3).
We will see that the electron LCR-structure is chirally symmetric, while its neu-
trino LCR-structure is chirally asymmetric, because it is based on the reducible
product of two planes of CP(3).

14.4 Charge inversion

The gauge field is real and the action is also real. Therefore the complex con-
jugation interchanges only the complex vector m < T of the tetrad. If the

LCR-structure is realizable, i.e. it admits structure coordinates (z“,zB) such
that
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dz* = f§ Ludat + [ mydat dz® = f& ndat + fE o, det
(14.23)
0=10ndz® , m=madz® , n=nzgdz®, m=mgdz®

the above discrete transformation is equivalent to (2'%,2'%) = (2%, 27). We will
call this discrete transformation, conjugate transformation and show that it is
the particle<»antiparticle correspondence, observed in nature.

We already know that the LCR-structure defines the following class of sym-
metric and antisymmetric tensors

9] = Luny + nply, — mym, —m,m,

[Jow] = £uny — 1yl — mym, +m,m, (14.24)

A representative of the symmetric tensor provides the metric, which defines the
conserved energy-momentum current. It is invariant under the conjugate trans-
formation. Therefore conjugate solitonic configurations have the same masses.
On the other hand, the representative of the antisymmetric tensors, which de-
fines the conserved electromagnetic current, changes under the conjugate trans-
formation. Therefore conjugate solitonic configuration have opposite charges,
because the charge is defined as the integral over the surface m A m. These
transformations will be extensively studied in the corresponding chapters.

15 AMBIENT KAEHLERIAN MANIFOLD

We have already seen that if a LCR-structure is realizable, it becomes a special
totally real submanifold of a complex manifold. The embedding functions

pll(ziaﬂ Za) =0 , p12(27a7 Za) =0 , p22(zaﬂza) =0

, , (15.1)
g £ 0 £ 2

of a general LCR-structure defines the following Kaehler metric and correspond-
ing symplectic form
o det(p,;

ds® = 2%dz“d; , w=2
9220z

.92 det(p;;) ; 4 b

The metric is generally indefinite, which becomes positive definite in a region
of the ambient complex manifold. A straightforward calculation gives

%p  _ 4[ 82P11 Op11 9pao + 9pas Opy1y ‘92922
pze020 P22 00,0 T 920 e =

9z gzv ' Pllgiag.s 15.3
513 pry _ O3 Op1s _ Op1p 9P1z _ 0 82@} (15.3)
12920920 0z% ggb 9z% 9zb 12 9zagzb
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If we neglect the special dependence of the elements of the hermitian matrix
p;; on the left 2P and right 2% structure coordinates, we may diagonalize it with
a unitary transformation

0
Ut (A1 U
(pig) = (o p2> (15.4)
det(p;;) = p1p2 5 tr(p;) = p1+po

Hence the real submanifold p;; = 0, may take the form p; = —p, = 0. That is,
the above special Kaehler metric is a Fefferman-like metric.
In the LCR-structure coordinates

o = (2% 2F) = (2%, 5%; 2P, 2P) (15.5)
and on the surface (p;; = 0) the metric takes the lorentzian form

d82|]u _ 4(3/’11 0pas + P9 0p11 P15 9p12 0p12 Op1a )dz ® d; —

0z% §yb 0z% §ub 9z% g,b 029 g,b 15.6
=2({l®@n—m®m) (15.6)
where the LCR-tetrad is found using the standard relations
t=i(0— @pll
n=i0=0)pn (15.7)
m=i(0 — 0)p1z
m=1i(0 —0)pyy
The symplectic 2-form w on the LCR-manifold vanishes
9p1y 8/322 P2y Opyy _ 9P13 Op1p _ 9pyp OD1p b —
w|M _41( 0z% gyb + 0z% §yb 0z% §yb 024 9yb )dZ Ndz (158)

fz(é/\nJrn/\Efm/\mfm/\m)f

Hence this submanifold is lagrangian relative to this class of symplectic forms
and the induced metric is the compatible one with the corresponding LCR-
structure. In fact I considered the precise Kaehler metric in order the LCR-
manifold to become lagrangian submanifold of the ambient complex manifold.
My ultimate goal is to use the above kaehlerian forms to apply geometric quan-
tization with a polarization induced by the LCR-manifold.

Recall that the projectivization of the ambient complex manifold through
the Kerr function implied that the structure coordinates are (generally mero-
morphic) functions of the projective coordinates r® of the grassmannian space
G(4,2). Hence, after an holomorphic transformation, the Kaehler metric and
corresponding symplectic 2-form become

ds? = arag —dredrt | w= 'aaag _dr® A drb (15.9)

outside the possible singularities. The Kaehler potential is p’ (1, 7) = p(z(r), Z(F)).
Using the definition r* := z* 4 iy“ we find the following symplectic 2-form

82 7"
(BxaQ}/ 3 axba )(dx A dl' + dy A\ dy )

1
w=1
+3 (Bx“&cb + 8y“8y )d‘T A dy

(15.10)
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where the Kaehler potential p” is now function of 2 and yP.
Example: We consider the (regular) degenerate LCR-structure. We find

_2%—20 _ 1 T1_ _ o 29—20
pnu="=5—=0, ppo=2 —20=0 , pp===F==0

p=—(20 = 20)(20 - 20) — (2T — ZT)(z1 — 1) (15.11)
ds? = dz°d20 + dz0d20 — dz'dz’ — dz'dz! B
w =i(dz0 A d20 + dz0 A dz0 — dzt A dzT — dzt A d2?)

One can easily see that the LCR-manifold is lagrangian. The holomorphic
relations between the structure coordinates and the projective grassmannian
coordinates are

(15.12)

pr=g =) =g, =y g

0.

Hence we see that the Kaehler potential p = det(p;;) makes the ambient
complex manifold kaehlerian with its LCR-submanifold lagrangian. Recall that
this is the framework to trigger the geometric quantization with polarization
the LCR~submanifold.

15.1 Case of zero gravity LCR-manifolds

In classical mechanics the dynamical laws imply the trajectories of the particles.
But in the case of flat (compatible with the Minkowski metric) LCR-manifolds
the procedure seems to be inverted! A (generally complex) Newman trajectory
completely determine the LCR-structure, its ambient kaehlerian manifold and
hence its "dynamics”. Recall that this ambient kaehlerian manifold is the grass-
mannian space G(4,2) with the Kaehler potential p determined by the relations

Aj Aj
. A A
X" = . Bj | = .o Bj
—ira B —i& g(T5)A 1513
0 _ 1_ At 0 _ T_ A% (15.13)
2T =T1, 27 = 20T > 2T =T2 , 27 = Tz

p = det(p;;) = det(XTEX)

The precise form of the Kaehler potential and the symplectic 2-form, as functions
of the trajectory, is

p1 = —il(Eo — E60) + (b1 — 5)2{ — (&1 - f%fo)g‘*‘ (€l — E11)2'2T
p1a = —i[—Elig + o1 + (€00 — E0r0) 2" + (€11 — 51'1)6“‘ (&6 — £10)2
P22

1
1

‘ N

—i[(€71 — €11) + (€51 — E10)2" — (€01 — E10)2T + (€50 — féfo)?lz
15.

— =

4)
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15.2 Case of 2-d LCR-manifolds

After the recent negative experiments, where no supersymmetric particle has
been detected, we may claim that the quite promising string theory is experi-
mentally dead. But Polyakov action is a 2-dimensional toy mathematical model
of the much more complicated 4-dimensional PCFT. Many mathematical fea-
tures of 4-dimensional LCR-structure
pl(?v ZO) =0, pZ(ZGaZO) =0
(15.15)

Op; 9p;
Ozb 7é 0 7é ﬁ
appear in the 2-dimensional LCR-structure, which we could study to get com-
putational ideas. One of theses is the two dimensional kaehlerian complex am-

bient manifold with Kaehler potential K = p,(z9,2%)py(29,29), which has a
lagrangian 2-dimensional LCR-submanifold. These toy manifolds deserve de-
tailed study in order to understand the cobordism and/or the coincidence of
the extrinsic approach as a Kaehler manifold with the intrinsic approach as a
phase space.

16 LCR-MANIFOLDSIN BOUNDED DOMAIN

The identification of the natural Poincaré symmetry with the linear subgroup
of the unbounded (Siegel) realization of the SU(2,2) symmetric classical do-
main turned our investigation into this direction. But the bounded (Cartan)
realization

I 0 Y]
(v, Y;)(O I)(YQ)>O — T—ww>0

(16.1)
w =Yy Y !

is an holomorphic complete circular domain, which we will denote with Dp i.e.
if w € Dp, then se®w € Dp with ¢ € [0,27) and s € [0,1). Its characteristic
boundary (where the absolute value of every holomorphic function takes its
maximum and vice-versa) is the group U(2). It is a manifold, which admits
LCR-structures determined by the conditions p;; = YTERY = 0.

Hence, every point of Dp C G(4,2) determines a line of C'P(3), which inter-
sects an algebraic surface at a number of points equal to the degree of its Kerr
polynomial. A pair of intersection points determine the following homogeneous

coordinates ()
. Kii(w

Yy = K 16.2

(i) (16:2)

where wy; are the projective coordinates and repeated indices usually indicate
summation. k;1(w) and ki2(w) are the two sections, which projectively de-
termine the corresponding sheets of the surface and respectively the analytic
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extension of the structure coordinates z%(w). They become the structure co-
ordinates of the LCR-structure, when w becomes a point of the characteristic
boundary U(2).

The Cayley transformation

r=i(I —w)(I +w) ' =il +w) (I —w)
(16.3)
w= (il —7r)(il+7r)"t =Gl +r) (Gl —7r)

restricted on the boundary becomes U(2) — R*. This correspondence needs two
sheets of R* to become bijective, because the spinorial and vector representation

U2)/{I,—I} < SO(3,R), are not bijective. It is easily seen regarding the
forms of the SU(2) and SO(3,R) representations implied by exponentiation of
their common Lie algebra

<
)

SU(2) : U=ewi2 = cos

~

(2 tiioising | =Yy,

U( 1//;]"¢+27T)

|| le

SO(3,R): O =6;cost) + %%(1 —cost) + eptysing 1 € [0,27)
O( w37w+2ﬂ') = O( %ﬂ/f)
(16.4)
Notice that the domain of the angle ¥ (> 0) in SU(2) is [0, 47), while SO(3,R)
is covered by ¢ € [0,27). When 1 =: 2p is in this domain (the reader should
not confuse this angle p with the previous Kaehler potential), the cartesian
coordinates of the w = I chart

Z;‘— :5{; w) (I +w) L =il +w)" (I —w) (16.5)

is found assuming
Y; = (—sinocosy, —sinosiny, coso)
. . .. . _,L
we”( cosptisinpcoso  —isinpsino e”X ) (16.6)

—isinpsino X cosp — isinpcoso
TE (—7‘(’,71') y PE [0727() y O € [0771-) y X € (07277)

It has the form

0 _ __sinT
+ 7 cosTcosp )

zl +iad = %sina ex
3 _ sin .
+ CObT+(I'})Osp cosa (167)
€(-mm), pel0,m), oc€l0,m), x € (0,27

s::%>0 < cosT + cosp>0

The cartesian coordinates of the second R*-chart around the point w = —I are

- =il +w) (I —w)" =il —w) (I +w) (16.8)
wl =w™ ’
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which have the form

x/O _ sin T
COST—COS p .
Ny ;.02 _ __ sinp ; ix
a i = — s, sino e (16.9)
3= L o500

COST—COS p

Apparently the spherical angles o, x cannot be considered as the ordinary 3-
dimensionl spherical angles. Therefore I prefer to cover the rest of U(2) with

x(l:cosi’inf;—osp _ _

x4 iz? = —Cosil%osp sino e'X

22 = — o teasp €050 (16.10)
Te(—mm), peld,r), c€l0,nm), x € (0,2m)
s::msri’%ﬂp<0 < cosT+cosp <0

Hence we conclude that the unbounded realization shows only the one sheet of
the universe. As usual the angle parametrizations describe the entire bounded
realization, with the problem of emergence of discontinuities at the boundaries
of the angular variables.

In the Euler angle parametrization

SU(2) 3 U = exp(—iwy %) = U.(1)U,(B)U. (a) = =175 ¢ % ¢ior

_soaty so—y
i [ €72 cosg e' 2 smg
w=e _je=v . B joty B
—e "2 sing e’z cosg
TE (_71—77() ) [ORS [07 27T) ) B S [0,7@ ) Y€ [07 27T)
(16.11)
the cartesian coordinates at w = I have the form
20— sinr gl o —singsinegt
+ cos T+cos g cos "‘;r'y ’ + cos T+cos g cos “‘;r"’ 16.12
_sin 8 a—y B gip et ( . )
2 o sin 5 CcOSs 5 3 . COSs 5 sin 5
TL = oortoos Peosotx o+ T4 = B T

Ccos T+cos 5 cos

[e3
Ccos T+cos 5 €COos —

Recall that the LCR-structure conditions p;; = 0 are defined up to a factor
function, which imply the tetrad-Weyl transformation. We may use it, in order
to identify the Kaehler potential K = 3 det(I — wiw). For that we make the
following successive steps

- o 1 Iig(w)
rig (W) = k1 (w) 1
det(p;;) = det YTERY = |det x|? det(] — wiw) (16.13)
d |
Kp = g = b det(] - whw)

|det k| # 0

where the factor 1/2 is introduced in order to find the ordinary metric of the U(2)
group. Recall that in the Kaehler potential of the Bergman metric intervenes
the logarithm, which makes the metric singular at the boundary.
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Identifying the ambient complex manifold with the bounded classical do-
main, the natural Kaehler metric takes the following form

dSQB = %[(—1 + Wazwas)dwy1 dWiT — Wagwaadwi1dWiz — Wizwaadwy 1 dWa+
+WiTwardw: 1 dWaz — Wazwa dwi2dwiy + (—1 4 Wartwar )dwy2dwiz+
+Wiawa dwi2dWar — Witwa1 dwi2dWas — Wazwi2dwe1 dWiy + Warwi2dwe dwiz+
+(=1 4+ Wipwi2)dwa dwz — WiTwi2dws dWzg + Wazw1y dwaodiy —
—Wa1 w1 dwaedWiz — Wizwr1dweedwar + (—1 + Witwi )dwaedwzs]
(16.14)
and the corresponding symplectic 2-form is easily implied. The induced metric

on the characteristic boundary U(2)

U—e”( cosp+isinpcosd —isinpsing e )

—isinpsinf e’ cosp — isin pcos (16.15)
TE (77(’ 71—) y PE [07 27T) ’ ZAS [Oa”T) y P E [07 27T)
is
ds%, = (dr)? — (dp)? — sin? p(dB)? — sin? psin® O(dy)? (16.16)

That is, the flat LCR-manifold and its ambient Kaehler manifold in the Cartan
bounded realization have finite volumes.

16.1 Gravity emergence in the bounded realization

I have algebraically defined the gravitation as the deviation of the LCR-submanifold
from the Shilov boundary of the SU(2,2) symmetric domain. In the unbounded
realization, it appears as the imaginary part y* = Tg;l’”a In the bounded real-
ization, the LCR~submanifold takes the form

pi; (Y™, YY) = YmigRym — G (Ymi yni) = 0
Kp(Y™) =0 = Kp(Y™?)

) ()

Then we find

(16.17)

whw =T — (V) 2GaB) (v;) (16.18)

Apparently the convenient parameterization of w is to separate its radial part
R = R from its angular part U = (U")~! i.e. w =: UR. Then we find

RR=1— (Y, tGB) (v;)~? (16.19)

Notice that if gravity vanishes G(®) = 0, we have R = I. In the case of
non-vanishing gravity we have R # I and it can be perturbatively computed as
a function of the boundary coordinates at points where gravity is regular.
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16.2 Affine transformations in the bounded realization

Recall that the physically observed Poincaré group is the affine (linear) subgroup
which preserves the classical domain in its unbounded realization. There, we
intuitively used the ”black hole” metrics, which admit two geodetic and shear-
free null congruences. The natural investigation is to find the physical role of the
affine subgroup, which preserves the classical domain in its bounded realization.

The linear fractional transformations, which preserve the hermitian matrix
FEp in the bounded realization have the form

Yll) _ (A A Yi
Yy Ao Ag Ys
w' = (A1 + Az w) (A11 + Axo w)_l

Al Ay — Al Ay =T, Al AL, — AL Ay =0 , Al Ay —AlLAL =1

(16.20)
Its affine A1 = 0 subgroup is
Y1/ o A11 0 Yl
Yy) 0 A Yo
U)/ = A22 U)Al_ll (1621)

AJ{1A11 =1 s AEQAQQ =1 s det(AllAQQ) =1

which coincides with the ”infinity” affine subgroup As; = 0. This group of affine
transformations is the S(U(2) x U(2)) subgroup of SU(2,2). We will now look
for the relation between this subgroup and the Poincaréxdilation subgroup.
That is, what their common and non-common subgroups are? To check it, we
have to find the unbounded form of the above transformations. It is

( I I ) (AH 0 ) ( I I ) _
I -1 0 Ag r -1 )
16.22
_1 (Au +Azp A — Az ( )
2 \Ann — A Apn+ Az

A:

=

Recall that the general form of the affine transformations in the unbounded
realization (Poincaré transformations) is

(2) B (53 (B*O)l) ( ff; ) (16.23)

detB#0 , Tt=T

Apparently, the affine transformation of the bounded realization is affine in
the unbounded realization if A1 = Age € U(2). Hence it coincides with the
corresponding (rotation) subgroup (Bf)™! = B of the Poincaré group. That
is we find the trivial consequence, that the compact subgroup of the Poincaré

102



subgroup of SU(2,2) is subgroup of the maximal compact subgroup of SU (2, 2).
Their non-common subgroup is the set of the U(2) transformations

5:1(I I)(I 0)([ I):

2\ 1 -1 )\o v)\ 1 -I
L (I+U I-U (16.24)
—2\7-v 14U

UeU(2)

which is the automorphism of the "flat universe” U(2) through the transforma-
tions w’ = Uw, as expected.

Under the above affine transformation, the bounded homogeneous coordi-
nates of the boundary of the classical domain

yni — Kij — K
WkiKLj WK (16.25a)
1
transform as follows
K (Ui 0 Y1
wr') N0 U, Y,
I3

K=Ukr , w= UnglJr
Uy, Us € U2)

(16.26a)

16.3 Symmetric bounded LCR-structures
The bounded affine group is
Y\ _ (U 0\ (W
;) \0 Ux)\ Y2 (16.27)
U1 , U2 S U(2) s det(UlUg) =1

where Uy and Us are independent U(2) elements. In the unbounded realization
it takes the form (16.22).

Hence the common subgroup of the affine groups of bounded and unbounded
realizations is the rotation subgroup of the Poincaré group

(i%) - (g> g) ( i% ) (16.28)
U €'SU©2)

The commuting infinitesimal transformations of the bounded affine non-
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common groups are

_ 4o, 93 93
N N
I 0 0
0 T—ie) Hy = o (16.29)

I—ics 0 (o
0 I—|—i63> - HO_(O —1>

and the corresponding transformations of the (bounded) homogeneous coordi-
nates are

YO =8y gyl =2y! §Y?2=0, 0Y*=0
YO=0, oY'=0, 0Y?=-22Y2 4Y?=1%1y? (16.30)
5Y0 = —iEgYO 5 5Y1 = —iEng, 5Y2 = i€3Y2, (5Y3 = i€3Y3

The invariant quadratic Kerr polynomials are
K = Ag YOV 4+ ApY?2Y?2 4 Ap3Y?Y3 4 Ag3Y3Y3
Ky = ApYY? + A YOV + A VIV 4 Ay Y2Y3 (16.31)
K3 =AY Y2 + AgsYOY3 + A Y1Y2 + ApYY3

All the three Kerr polynomials can be regular.
The infinitesimal transformations of the diagonal generator of the common
subgroup (z-rotation) is

I —ie%: 0 (% 0
(757 ) —mem=(T 2)

2 (16.32)

Y0 =—2y? Syl =Lyl ov?=-%Y? 4Y3=2%Y?
which implies the following invariant (non-degenerate) quadratic Kerr polyno-
mial

K= A0 YV + AgsYOV3 + A YIY2 + ApY2Y3 (16.33)

which is a transcription of the (12.15). The fact that the isomorphism z-rotation
in the unbounded realization persists in the bounded realization makes this poly-
nomial interesting. Notice that it has the same form with the unbounded one.
Taking into account that the number of geodetic and shear-free null congruences
of a "curved” LCR-manifold is limited to four. The implied quartic axially sym-
metric Kerr polynomial (12.25) into the present bounded realization has also
the same form.

In the context of the G. Mack analysis of the "unitary representations of
the conformal group SU(2,2) with positive energy”[21], the set of the com-
muting generators in the bounded and the unbounded realizations is NOT
the same. In the unbounded realization, the electron soliton is determined by
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its time-translation P° and z-rotation. In the present bounded realization, the
appropriate automorphisms are Hy = %(PO + K°) (which is essentially a 7 trans-
lation) and z-rotation Hy 4+ Hs. Imposing the additional Hy automorphism, the
invariant quadratic Kerr polynomial is reduced to

K =AYV + A,Y1Y? (16.34)

and degenerate polynomials Y°Y! = 0 or Y2Y? = 0. Notice that if we try
to impose an additional automorphism H; or Hs to cover the entire maximal
compact subgroup S(U(2) x U(2)), the invariant polynomial becomes reducible
with A03 =0or A12 =0.

In the YO = 1 & (1,s)" chart, the quadratic polynomial and its two
solutions are

wigk? + (w11 + cwaz)k + cway =0

(16.35)
_ —(wi1+ewaz) £/ (w11 +cwaz)2—dcwizwa
Hl@) - 2w12
where ¢ € C. In the Euler angle parametrization
w— il et cos e sinl
B —e 1 T sing i3 cos g (16.36)
e (—2m2m), ac(0,2n), B€(0,m), ve€(0,2m)
and ¢ =: cot %ei% we find
1= <"+¢2 cos ﬁ(bln a+’y+¢2+¢l +4 sin a+7+¢2 ¢1 )i\/>
k1(2) = e’ 2 sin ¢1 sin ﬁ
A = [cos? B (sin? t0teatds _ g2 %M) +2sin ¢, sin? 2]+ (16.37)
+2i cos2 g sin a+’Y+¢2+¢1 <in CY+’Y+¢2 b1
and that the locus of the soliton, where the two solutions coincide, is
Sin%‘p?ﬂ51 =0 , sin? %‘M = 2sin ¢, tan® g
or (16.38)
n a+’Y+§’2*¢1 =0 |, sin2 a+’Y+2¢2+¢1 = —2sing, tan2 g
Considering the parametrization
1 —w!
yri— | v 1 (16.39)
N w’  cww! '
—’Ll)O’Ll)1 w6

C

we can find the LCR-tetrad and the embedding conditions as usual.
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16.4 Trajectories in bounded coordinates

Recall the definition of ruled surfaces (13.1)

Zm(1,8) = (1 —8)Z™ (1) +sZ™%(7) =
= Z™Y(7) + s[Z2™2(1) — Z™(7)]

In the case of "flat” LCR-manifolds and the generating lines (rulings) cor-
respond to complex points of the grassmannian manifold G(4,2). In the un-
bounded realization of the grassmannian the rulings determine a trajectory
&(1) = £,(1)0® which is essentially the Newman complex trajectory[26]. In
the bounded realization the homogeneous coordinates of the ruled surfaces are

(-0 ) ()

o o P (16.40)
VAV VAV
el %) o %)
and the trajectory takes the form
B 0o_ 3 —(a" — ig? .
Q(T) = }/2Y1 ! = (_(qql _’_qiqg) ((](1()+qg )> = (qq0 (16.41)

The Cayley relation between these two representations of the same trajectory is

E=il-q)(I+q) " =il+q)~'(I—-q)
(16.42)
q= (I =&+ &)~ = (il + &) (il = ¢)

Recall that the developable surfaces, the massless (neutrinos) developable sur-
faces are defined by the condition

det[Zy, Zy, YL 422y = ¢ (16.43)

From the apparent relation

det[L G _II>] —1

(16.44)
det[Zp, Zin, S48 42 _ etz Zp, L 422 <
and .
det[Z{n, 7, 40 4ZE] _ get | 11 N =
o qY1 qY1+q¥1) (16.45)

- det[(; ?) (};1 qlgil)] = det(q)(det Y1)

we find det(g(7)) = 0 too.
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17 LCR TOPOLOGY

We have already pointed out that the relative invariants of the LCR-structure
®q, &5 and @3 turn out to be topological invariants, which we have first to check
for precise LCR-tetrad in all the coordinate charts respecting the non-vanishing
condition for the tetrad-Weyl factors.

The two real vectors ¢#0,, and n*9,, of the LCR-tetrad determine two inte-
gral curves z/ and x# respectively. Their tracing constitutes the mathematical
tool to extend the LCR-manifold. Recall that the essential singularity, implied
by the Hawking-Penrose theorems, is the clear indication of the limitations of
the riemannian geometry. It is a general belief that these limitations will be
solved by (unknown yet) quantum gravity. We will see, that in the context of
PCFT it will completely solved even at the ”classical level”. 1 will show how
the algebraic geometric origin of LCR-structure permit us to study and under-
stand this limitation of general relativity. Therefore it is necessary to recast
the journey from a hypersurface of C'P(3) to the real LCR~submanifold of the
grassmannian space G(4,2).

An algebraic hypersurface of C'P(3) is determined by a complex polynomial.
If the polynomial is irreducible, it defines a regular hypersurface of CP(3). If
it is reducible to the product of two polynomials, it defines the union of two
hypersurfaces. A line of CP(3), that is a plane of C*, intersects the hypersur-
face to a number of points equal to the degree of the polynomial, called the
degree of the algebraic surface. Choosing two X' and X"2? of these points
we determine a point X", j = 1,2 of the grassmannian space G(4,2). This
grassmannian space has an SU(2,2) classical domain. There are two special
coordinate charts. One where the classical domain is unbounded (not contained
in the the affine space) with R* its Shilov boundary and another one where the
classical domain is bounded with U(2) its Shilov boundary. In these two coor-
dinate charts the relation between the homogeneous and projective coordinates
are for the unbounded realization

X01 X02
Xni Xll X12
=il(r0 = )X — (11— )X (0 <) X0 (r! )X 12
—i[—(r +ir?) X0 + ro X0 —i[—(r! 4+ ir?) X% + (ro r3) X2
(17.1)
with its inverted form
21 12 11 22
=1 =rgo = Z%
01 22 21 02
(et i) = o = =t )
. 31 12 11 32 .
—(7“1 +ir?) = rio = iSoryE oy

. x 01 x32_x31 502
’I" + ’I" =T = ZX01X12 X11x02

The LCR-structure conditions p;; (X", X™7) = 0 (notice the coincidence of the

i, indices) imply a projective computation of the fields X7 (z) and 7%(z). The
affine transformation, which preserves the boundary R* of the classical domain
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is the Poincaréxdilation group regardless the fact that the complex variable
r® = x® + iy® contains gravity y®(z). This physically means that the algebraic
approach defines fields in representations of the Poincaré group, even in the case
where gravity is present.

In the case of the coordinate chart Y™, where the classical domain (and its
boundary U(2)) is bounded, completely analogous relations exist. Simply the
affine transformation group changes from the Poincaréxdilation group to the
S[U(2) x U(2)] group.

The left point X™! of the hypersurface of CP(3) determines the structure
coordinates z® and the pair (¢,m) of the LCR-tetrad. The second (right) point
X™2 of the hypersurface of C'P(3) determines the structure coordinates z% and
the pair (n,m) of the LCR~tetrad. But we must be careful. The LCR conditions
Pij (Xni X™) = 0 are independently homogeneous relative to X™! and X™?2
while the grassmannian manifold is homogeneous relative to the 2x2 matrices of
X™i, Only the "flat” LCR manifolds XTEX = 0 are properly defined in G (4, 2).
Besides the ruled surfaces of CP(3) determine a trajectory £%(7) of G(4,2) and
the LCR-structure needs a section A***(7) to be fully defined. Therefore, I think
the legitimate point of view is to consider the general LCR-manifold locally, as
a local deformation of the Shilov boundary of classical domain. This apparently
affects its compactness problem.

17.1 deRham cohomology

The d? = 0 property of the exterior derivative applied on smooth differential
forms permits the existence of the following sequence

000 At 4 okd et d (17.3)

where image(d) C ker(d), because not all closed smooth forms are exact. QF is
the set of k-degree differential forms of a manifold M. Hence the quotient group
HF*(M) := ker(d)/image(d) is not always empty and it defines the deRham
cohomology.

The Poincaré lemma states that all the k-cohomologies of an open connected
set (and R™) are empty but zero

H°(R") =R

H*RY) = 0,Y k #0 (17.4)

because constant functions are closed, while they cannot be exact.

The cohomology invariants may change if the set of functions is changed. If
the set of "smooth forms” is replaced by ”smooth forms with compact support”
we have

H(R") =0
HE(R™) =0,V k#0,n (17.5)
H?(R") =R

H?(R™) = 0 means that there are no constant functions with compact support
and H?(R™) = R means that there are n-forms which are not exact.
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If the set of ”smooth forms” is replaced with the set of deRham currents
(forms with coefficients distributions) the cohomology invariants depend on
the kind of distributions. The deRham cohomology on distributions based on
test functions with compact support is equivalent to the deRham cohomology
HE(R™) on smooth functions with compact support (C*°). Then the (closed)
n-form which is not exact is

f=cd(x)dxt A...ANd2" c€ER (17.6)

On the other hand the ordinary (on smooth functions) deRham cohomology
H*(R") is equivalent to the deRham cohomology on distributions with compact
support, which are based on test smooth functions (C°). These properties are
derived by simply applying the definition of the derivative of the generalized
function. Consider the case of the Coulomb field F' = d(Aydt). As a distribution
it is a well defined exact form.

A realizable LCR-structure defines an ambient complex manifold with a
LCR-covariant Kaehler metric, admitting as polarization the LCR-manifold. In
this Kaehler manifold, the Dolbeault cohomology may be defined as usual.
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Part 111

SOLITONIC LEPTONS AND QUARKS

Synopsis

In this chapter we study the differences between the trivial ”light-cone”
LCR-structure and the flatprint electron LCR-structure viewed as structures of
the bounded and unbounded realization of the U(2) boundary of the classical
domain. The geometry is studied via the tracing of the integral curves of the real
vectors ¢# and n* of the LCR-tetrad. It becomes clear how the naked singularity
of the electron creates the ring-hole communicating the r > 0 and r < 0 regions
of U(2), which does not exist in the ”light-cone” and ”Schwartzschild” LCR-
structures. The gravitational and electromagnetic ”dressings” of the electron
soliton define its energy-momentum, angular momentum and charge permitting
us to identify the positron. A precise Cartan lift of the LCR-manifold implies
the electroweak U(2)-connection (gauge potential), which is a rearrangement
of the geodetic and shear-free null tetrad of the corresponding Einstein metric.
The relative invariants are related with the Higgs field. The electronic neutrino
is identified with the LCR-structure implied by the massless (developable) ruled
surface companion of the electron (massive) ruled surface of C'P(3). I identify
the leptonic number as the ﬁ Hopf invariant (linking number) of the left chiral
part of the electron (and its neutrino). This suggests to identify the other
leptonic generations with the ruled surfaces with higher Hopf invariants. I think
that the limited number of leptonic generations could be related with the up to
four geodetic and shear-free congruences of their gravitational dressings.

After a careful analysis of the gauge field-like equations in a LCR-manifold
background, I find null and non-null colored abelian solutions with distributional
charges. They are explicitly computed in the static electron LCR-manifold.
I identify the non-null solution with the quark corresponding to the electron
family. A precise Cartan lift of the Kerr surface of C'P(3) provides a SU(3)
connction, which seems to be very promising.
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The efforts of Einstein to extend general relativity to include the other in-
teractions are well known. The appearance of the above stabled leptonic and
colored distributional solitons by the simple consideration of the LCR-structure
as the fundamental structure in the place of riemannian structure of general
relativity indicates that PCFT may be the theory that Einstein was looking for.
Besides, the Hawking-Penrose singularity theorems are bypassed even at the
classical level and they should be viewed as drawbacks of riemannian geometry.
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18 ”FLAT” LCR-MANIFOLDS

The fundamental notion of pseudo-conformal field theory (PCFT) is the lorentzian
CR-structure (LCR-structure). The leptons are distributional solitonic LCR-~
manifolds. The distributional character of the solitons is a fundamental ingre-
dient of the LCR-structure. Let me clarify it once more. In order to apply
the (holomorphic) Frobenius theorem, we have to complexify spacetime. Then

we find that the structure coordinates (2%, z%) satisfy special conditions, which
determine a real 4-dimensional submanifold. LCR-structure is a special totally
real CR-structure. So, in a neighborhood of a regular point there are locally
analytic transformations, which give the LCR-conditions p;; the simple form
sz_fb = 0. But generally, the analytic transformations cannot be extended over
the entire ambient space. At the non-analytic compact surfaces (they cannot
be isolated points because of Hartog’s theorem) will appear the singular region
of the generalized function. Recall that a generalized function is described by a
locally integrable singular function, which is the potential of the ladder of the
distributional derivatives. The starting point is the LCR-manifold

/-)11(2’77 Za) =0 , po (Zio‘a Za) =0 , Pz2(za72a) =0

, , (18.1)
oo #0# 22

which determines a local coframe with its normal dp,; and tangent 1-forms

(=i(@=0)py, , n=1i@=)pyy , m=1i(0—)pry

(f m):z’((‘)—(‘)) (”11 pl?)
m n P12 P22

The algebraic study of LCR-structure is based on 2-dimensional algebraic
surfaces of CP(3). Two points X™ i = 1,2 of the surface determine a line in
CP(3) and a point

(18.2)

XOl X02
i Xll X12 A
X - X21 X22 - ( —ir\ ) (183)
XSI X32

in the grassmannian space G(4,2), where X™ are the homogeneous coordinates
of the point and the four complex variables of the 2 x 2 matrix elements of r
are its projective coordinates in the chart (det A # 0). The LCR-structure is
algebraically determined by the relations (10.8)

p11<Xm17Xn1):0 ) p12(Xm17Xn2):O ) p22(Xm27Xn2):0
| (18.4)
K(X™)=0
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where py1(-,-), pas(-,-) are real homogeneous functions, pi5(+,-) is complex and
K(+) is the homogeneous holomorphic function (Kerr function) of the algebraic
surface. The LCR-structures with p;; := X" B, X™ with E,,, a SU(2,2)
symmetric matrix, are called ”flat”, because their class of metrics [g,,] contains
the Minkowski metric. Notice the essential difference between the present ”flat”
spacetime and the flat spacetime of general relativity, which coincides with R*
endowed with the Minkowski metric. Because of the spinorial representation
of the Poincaré group, the present ”flat” spacetime is twice the flat spacetime
of general relativity. The purpose of the present section is to clarify this first
essential difference of PCF'T with general relativity.

The search for appropriate ”flat”-manifolds coincides with the well defined
LCR-structures in the characteristic boundary of the SU(2,2) symmetric clas-
sical domain. There are two special realizations of the domain, the unbounded
(Siegel) one with Ey and the bounded (Cartan) one with Ep, where

0 1 I 0
Ey = I 0 , Ep:= 0 _JI

SRR P ICA P B

The relation between the homogeneous and projective coordinates X, r of the
unbounded realization, with the corresponding coordinates Y, w of the bounded

realization are
Y X, _a (1T Y:
o 77:7’X1 V2 I -1 le (18 6)

r=il —w) (I +w) =il +w) (I —w)

The points at the boundary satisfy the conditions r = r! and wiw = I, that is,
they have the parametrizations

e (7 )

(x! +ix?) 20 + 23
i [ cosp+isinpcosoc  —isinpsing e”X (18.7)
w=e - . ; .
—isinpsino X cosp — isinpcoso
Te(—m,m), pel0,2r), o €[0,7], x €[0,2m)
Notice that U(2) — R* Cayley transformation is 2 <= 1 with
For s := ROCOS?%OS;) >0
o .
= TOCOSTSI:l-TCOSp_ )
2t +ix? = Roﬁ sino e
3 _ Ry—sinp (18.8)
7= 1o o5 T+cos p coso

7€ (0,2m), pe0,m), o €[0,7), x €(0,2m)

.2 .
. __ _ _ sin“psino
Jacobian = TCosT o cos )7
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the one R* sheet. The Cayley transformation centered around the point w = —1
is
r_ =il +w)(I —w) =il —w) (I +w)

sin T

0 _

T = st — cosp (189)
1 S 2 sin p . 5%

r_ +1rs = " Gost —cosp smo e

22 = TP __coso

T cosT — cosp

Below I will prefer to take the second R* to be s < 0. The constants Ty and
Ry are related to the S and SU(2) = S? sizes and they are usually assumed to
be equal to one. Notice that, if we identify o, x with ordinary spherical angles,
this transformation coincides with the artificial Penrose compactification. But
now it is not artificial. The bounded ”flat” LCR-manifold is the union of two
compactified Minkowski spacetimes, which communicate through the Penrose
scri+ and scri- boundaries.

The importance of the ”flat” manifolds comes from their proper embedding
in the grassmannian manifold. Notice that the general form (18.4) does not
properly define a real submanifold of G(4,2). Their bounded realization permit
us to have a global view of the solution, because it belongs to one projective
coordinate system. Their unbounded realization hides singularities at ”infinity”,
but it permit us better understand how the conservation laws of charge and
energy-momentum fix the tetrad-Weyl symmetry.

18.1 ”Natural U(2)” LCR-structure

I will usually denote a general point in CP(3) with Z", with X™ a point in
G(4,2) with unbounded boundary of classical domain R* and with Y™ a point in
G(4,2) with bounded boundary U(2) of the classical domain. The first example
of "flat” LCR-manifold is

yrERymi—o0 | yoyl=0 (18.10)

which is well defined in the well defined group manifold U(2). The proper
regular grassmannian coordinates are

. 1

“\w (18.11)

Then we find the "natural U(2)” LCR-structure embedding conditions

pry = w'wd +wlwl —1=0
p1a = wOuw! +wlw! =0 (18.12)

p22:w0w6+wiﬁ—1:0
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We already know that this LCR-structure is not degenerate. In the ordinary
U(2) parametrization, the structure coordinates are

cosp+isinpcosd —isinpsinf e ¥
—isinpsin® e cosp — isin pcos 6 (18.13)
Te€(0,2r) , pel0,2n) , Oe€0,m) , ¢ec(0,2m)

,wzei‘r

and the LCR-tetrad with the corresponding class of metrics is

¢ m

e = —iw ldw =:
m n

> , de—ieNe=0

(18.14)

dl=imAm , dn=—imAm , dn=i(l—n)Am
lg] = AN(¢,n, + l,n,) — MM (m,m, —m,m,)dz"dz" =
= [(d)? = (dp)? — sin? p(dh)? — sin? psin® O(dyp)?]

The reader should notice that it is NOT a degenerate LCR-structure, i.e. its
relative invariants ®; and ®, do not vanish.
The Euler angle parametrization

; e"i"5 cos L e"T sin £
w=¢e"" fa—y 2 oty 2
—e "2 sin g e' 2 cos g (18.15)
T€(0,2r) , «a€l0,47) , pBel0,n] , v€0,2m)

"implies” (up to an accomodated sign) the Taub-NUT LCR-structure (4.27-
4.29) through the following coordinate identifications

_ _r _ _
T_ﬂ ’ Oé—ﬁ_@ ’ 6_9 y V=9
it/ —wh ; 18.16
20 =T cosd=u’ |, = =¥ tan ( )
~ ot = s 1 .
20 =¢tm cosgzw0 , =% =¢ wtang
w

Hence the ” Taub-NUT” LCR-structure is equivalent to the "natural U(2)” LCR-
structure and the Taub-NUT parameter [ is a scale parameter.

It is interesting to look at the flow wy(7) of the £ LCR-rays in the bounded
U(2) = S* x 83 coordinates, using the S parameter 7 as affine parameter. It
has the form .

0 1,2ir
c? —cle
w = —_ 18.17
E(T> < cl D207 > ( )
where c? and ¢! are constants. Recall that the structure coordinates w® and w'
are constants along these rays because ¢#9,w’ = 0 = ¢*9,w'. The correspond-
ing flow wy, (1) of the n LCR-rays is

D2t
wp (1) = ( 5 > (18.18)

_016217 ¢

where ¢ and ¢! are constants.
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In the unbounded realization, the Kerr function YY1 of the "natural U(2)”
LCR-structure takes the form K(X) = (X% + X?)(X! + X3) and the LCR-

conditions

1 —21
x—| = Lo
—i(2Y +1) 3 —izA (18.19)
-zt —i(2 +1)
XTEWX =0

are satisfied with zf = 2 and the explicit forms of the structure coordinates are

1_ a'tia? 0_,0_ .3 _,_ (¢)+(@?)?
z = Z‘+w0+m3z 9 ZT=2 X 1 i+%0;m3 s

1_  al—iax’ 0_ .0 3_ s (2)+(=7)
S Tiga0—3 o A =T t+z t i+x0—1x3
20— 204 2i(1—22) =0 , 20—2042i(1—2121)=0 , 2%20+42021=0

(18.20)
There is no singularity in R*, because det A # 0. We should expect it, be-
cause this LCR-structure does not have any singularity in the proper projective
coordinate system, where the entire LCR-manifold belongs.

The "natural U(2)” LCR-structure may be viewed as a link. The point is
to consider the one real condition of (18.12) as an evolution of the other real
condition and the evolution rule determined by the complex condition. In the
case of the electron and neutrino LCR-structures, we will relate these links with
the different leptonic generations. We consider the two closed corresponding
loops

,wlO — e2im7rsw0 , w/l — eZinTrswl

(18.21)
m,n = coprime integers

which preserves the first real condition and 7 is their relative homotopy. Then
the complex condition implies

=l

— _ipmsuwl (18.22)

w0

EO‘E
U

which means that the evolution preserves the topology of links i.e. they have
the same linking number, which is a topological condition for a smooth LCR-
structure.

18.2 ”Cartesian light-cone” LCR-structure

In order to clarify the above picture, we start with the very simple ”cartesian
light-cone” LCR-structure determined by the quadratic polynomial X°X*' = 0,
which correspond to the union of the two planes X = 0 = X'. Taking one
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point at each polynomial, we find the grassmannian region

X0 0
, 0o X" X
XM= o1 ym|= (Xl} (18.23)
X31 X32

which must be a rank-2 matrix, otherwise it is not a point of the grassmannian
space. The branch curve is Z = (0,0, Z2, Z3) T. Let us first consider the follow-
ing simple chart det X; # 0 and the corresponding projective coordinates and
structure coordinates of the flat LCR-structure

det X4 750 s $:iX2(X1>_1

L y21 . w3l .
20 = 2§01 =20 2% | .= —z—f(m = z! +ix?
0 ;X 32 0 3 1 D G
=1 =X €T 25T = =1 = 2
X12 + I X12 (1824)

£, dxt = Adzo~ , mydxt = Mdzi
nudrt = Adz® mydzt = Mdz!

The integral curves 2 (o) of £#9,, are found using the definition of the projective
coordinates

0 L (XOTX32_x31x02) (X2 x12_x1x22%) 0,0
Ty =1 2(X0TX12_X11X02) - 2 = k
1 (XMXPI_XPX12) (X X0T_x01x22) i T 1T
Ty =1 2(X0TX12_X11X02) - 2 T 2 18.25
9 (XUIXB_XBIXI2)_ (X2 x0F_x01x?2) 11 1 1 (18.25)
Ty =1 2(X0TX12- X 11X02) T T x4
3 (XO1X32_x81 x02)_(x21 x12_ x11 x22) L0 0
Ty =1 2(X0TX12_ X 11 X02) =5 =K==z

and the fact that 20 and z' are constant along the curves, because £/9,2° =
0 = ¢#9,z'. The integral curves z# (c’) of n"d, are also found to be

0 _ _
T, = 2 = Ki o
.’L‘l 2t 42t _ 2t 21
nT T T T (18.26)
2 z —z zl—z
fL'n = % = 5
4
50 0
T, =% 5= =2"—kK

and the fact that 20 and z! are constant along the curves, because n"ﬁﬂzo =
0 = n*d,z'. Notice that no singularity appears neither to the tetrad, nor the
structure coordinates and the integral curves. This should be expected, because
the branch curve does not belong to this patch.

Let us now consider the chart det Xo # 0 and the corresponding projective
coordinates and structure coordinates of the flat LCR-structure

det Xo #£0 ' = —in(XQ)_l =21 (1827)

There is no need to go again through all the above procedure. In order to find the
LCR-singularity, we write the tetrad in the new coordinate system and choose
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tetrad-Weyl factors such that the tetrad vectors do not have singularities. Then
the possible physical singularity will emerge as the region where the tetrad is
not linear independent. So we start from the tetrad

20 _ 23 7(171 . ix2) B . 20 4 273 (l,/l . ix’Q)
—(:El + ix2) 20 + 23 T napriex’t ($/1 + il’lz) 20 — '3

/0 73
E/ = (nabx/ax/b)2[dnab;/aw/b + dnabi/aw/b]
.0 3
0 = (a2 2" [dy s — dy—]
/1 . 2
m/ - _<nabl‘/ax/b)2[dnabi/am/b + /Ldnabi/ar/b]
(18.28)
Then we have
OAm An' AT = di(n,,x"0") dz’0 A da't A dz'? A da”? (18.29)

which indicates that the singularity is at (17,,2'2"®) = 0 in the new coordinate
system.

From the above appearance of the singularity, it becomes clear that the
first coordinate system hides the singularity of the ”cartesian light-cone” LCR-
structure by sending it to infinity. Therefore, in order to have a global view
of the LCR-manifold, we have to pass to the chart, which contains the entire
LCR-manifold. That is, the bounded domain chart. The computations become
complicated, but we are sure that we will not miss anything.

The plane X! = 0 corresponds to the plane Y!! + Y3! = 0 in the bounded
coordinates, the plane X2 = 0 corresponds to the plane Y2 4+ Y22 = 0, and
the corresponding points in G(4,2) are

YOl YOQ
) Yll Y12 Ys
Y=y yo|= (w11/1> (18.30)
7yl1 Y32

in the bounded homogeneous coordinates Y™/, where w € U(2) are the cor-
responding projective coordinates in the bounded realization of the ”cartesian
light-cone” LCR-manifold. We precisely have

y2t —yo\ gir [ CoSpF isinpcosc —isinpsino e yor yo2
-yl y32 —isinpsino eX  cosp — isinpcoso ylt y12

(18.31)
The two roots of the Kerr polynomial coincide for
det (wlul)Jr ! wwli 1) =0
2t 22 (18.32)

cosT+cosp =10

which are the future and past celestial spheres, i.e. the (Penrose) scri+ and scri-
respectively.
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In the bounded realization we consider the following structure coordinates

(normalization)

A

~ 1 1z
1 —w! S 1=l

1 iz 1

. w 1 1—i20
ne __ . — —z -
el R (18.33)

- 1—i29 1—iz0
—w! W —iz' 14420
1-i20 1420

where their relation with the unbounded structure coordinates are written ex-
plicitly. The LCR-structure conditions are

L-w0u® =0 , 2o =({25) , 1-uwlul=0 (18.34)

The ¢# LCR-ray tracing is found by fixing si, s2, s3 and varying the affine
parameter, taken to be o, because

ZO — SMTZSIMPCOST _ oot Zl — Lﬂsina eiX = const
CcOs T4cCos p ? cosT 4-cosp
g1 = sin T—sin pcos o S0 1= sin psin o §a 1= (1835)
1'7 CcoS T+Cos p ’ 2= CosT t+cosp 3 =X
D=0+ 22
From
y2lyl2_ylly22 y01y22_y-21y-02
W11 = yoryre—yiiyoz W12 = yporyme_yiiyo
(18.36)
y3ly12_y11y32 y01y32_y-31y02
W21 = yoryiz_yiiyoz > W22 = yporyiz_yiiyoz
we finally find
T (1+s§—s§)sin o+2s2(s1—1) cos o Wi = —2isse” X cos o
11 (1—2is;—s3+s2)sino—2s2(s1+i) coso 12 (1—24s1—s7+52) sin 0—2s2(s1+14) cos &
—2isye'X cos o (1452 —53) sin 04252 (s1414) cos o
wo1 = 2 Wag = 2

(1—2is1—s3+52)sino—2s2(s1+i) coso (1—2is1—s7+52) sin 0—2s2(s1+4) cos &

(18.37)
The n* LCR-ray tracing is found a completely analogous procedure.

18.3 An irreducible quadratic LCR-structure

Let us now turn to ”flat” LCR-structure determined by the simple quadratic
surface (in the unbounded Siegel realization)
Ky(X)=X'X2-X'X3=0 (18.38)

of CP(3). It is the quadratic Kerr polynomial which is symmetric relative to
z-rotations, time translations and dilations. This last scale invariance makes
the present ”flat” LCR-structure important. Apparently the quadric of C'P(3)
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is algebraically regular. But, we will see that its reduction to the real LCR-
manifold is going to generated a non-permitting singularity. We have

X0=1 , X=X | X?2=—i[(a"—2%) — (2! —iz?))

X3 = —i[— (2! +i2?) + (2° + 23)] (18.39)
The Kerr polynomial and its two solutions are
ol —ix?)\? + 22°\ — (2! +iz?) =0
( ) ( ) (18.40)

Ao = —z? VA . A= (2)? + (22)? + (23)?

r—1Yy

where Aj o are the two values of A on the two sheets of the quadric. The
intersection of the two sheets of CP(3) becomes

A= (22 + (22)2+ (%2 =0 (18.41)

in the LCR-submanifold of G(4,2).
The preceding calculations are described as follows in the algebraic picture.
The two points

1
A1 ()
nl __ 1
Xt = —i[z% — 23 — (2! — iz?)\]
—i[—(zt —i2?) + (20 + 23)\]
(18.42)
1
Xn2 — 0 3)‘2('1:)

—i[x? — 23 — (21 —ix?)\o]
—i[—(zt —i2?) + (20 + 23)\]

of the above quadric belong to different sheets created by the considered pro-
jection and they correspond to a point z% of the characteristic boundary R* of
the "upper half-plane” domain of G(4,2). If det(A*") = Ay — A; = 0, the two
points coincide, that is, the projection line is tangent to the quadric. Recall
that in the general case with gravity, we would have r*(z) = z® + iy*(z) and
the intersection would be

(r1)2 4+ (122 + (r3)?% =0
(212 + (22)2 + (2®)2 — [(¥)? + ()2 + (1®)?] = 0 (18.43)
2yl 4 222 + 2y =

generally a curve in R*. It is the LCR-submanifold corresponding to the complex
1-dimensional intersection curve of the two branches (:= the branch curve of the
quadric) of CP(3). The quadric is a well defined 2-dimensional complex surface
of CP(3) corresponding to the 1-dimensional Riemann surface in C'P?. Recall
that the Riemann surface is constructed by making a branch cut with boundary
the branch points (or a branch point and infinity) and glue the sheets prop-
erly. The corresponding construction of the present quadric in C'P(3) should
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be analogous. We take a branch cut of the surface (now) with boundary the
branch curve (now) and glue the sheets properly. But this is not enough now,
because this has to be reduced to the real LCR-manifold R* in the Siegel chart
(in the complete compact U(2) spacetime in the Cartan chart will be described
below). In the present case and with zero gravity (y*(z) = 0) the branch curve
is reduced to a point 7 = ﬁ Therefore the branch cut should be reduced to a
line joining 0 and oco. The structure coordinates are

0_ ) 21_ o 1_ . |?‘_$3 _ 1+. 2
L =iXM = -2, Z~—A1—W—% (18.44)
ZO:iX22:l’O+|?| , 21:%:%:21

and the derived tetrad is
(et = A[| 2 |da® — 7 - d )
mydat = M[(|Z|(z® + | Z|) — (2! + iz?)a")dz' +
+(i[Z|(23 + | Z|) — (2! 4 iz?)2?)da? — (2" + i) (23 + |7 |)da?]
nydat = N[|2|dz® + 7 - d7

(AMARAT = =47 |4 (23 + |7 ])2da® A dat A da? Ada® £0, Var e R* — {R_}
(18.45)
where the tetrad-Weyl factors are arbitrary as expected. The tetrad is singular
(because it cannot be a basis of the tangent space) in the negative z-axis, where
the branch cut in the algebraic quadric is reduced.
We can make the same calculations in the compact realization of complete
spacetime. In this coordinate patch, Y is given by the linear transformation

XO — i(yo +Y2) , Xl _ i(yl +Y3)

V2 V2
(18.46)
XQZ%(YO_YQ) 7 X?’:%(YI—Y‘?)
Then the Kerr polynomial has the same form
Kp(Y)=Yly2 -Yoys3 (18.47)

as in the unbounded realization. This quadratic LCR-struture has the same
form in the bounded and unbounded realizations. In the bounded realization
the homogeneous coordinates of G(4,2) have the form

YOl Y02
) yll yi2 k
yni = —
Y21 Y22 ( wk )
Vo oy (18.48)

detk#0 , weU(2)
where the 2x2 matrix w are the projective coordinates. Hence we will substitute

1
- k
Y= ek (18.49)

wio + w1k
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in the new (bounded) form of the Kerr quadric. Then it takes the form

k2wor + k(woo — wi1) — wip =0 (18.50)

with singularities at the points

w=¢e"l and w=—€"1
\ (18.51)
p=0 and p=m

The ¢* and n* rays, which pass from these two points are determined by

g ;= Sr¥sinp _ _sing s9 := o and s3 := x respectively. Notice that

cos T+cos p cosT +1
the concentration of rays at the above points of SU(2), creates an essential
singularity at |?| = 0, not permitting the smooth passage of the rays from the
one R*-sheet to the other. Hence this LCR-manifold should be rejected, because
it is not defined in the entire U(2) universe. In the next section, we will see
that the solitonic electron LCR-structure is well defined in PCFT, while it is

not well defined in general relativity, because of its naked essential singularity!

18.4 Compatible metrics of the ”flat” LCR-manifolds

Using the following spinorial form of the rank-2 matrix X™7 of the "flat” LCR-
structure in its unbounded realization

A A\
Xmi — (_mA/B/\BO (18.52)

and the Kerr polynomial of the surface of C'P(3) we may compute and normalize
two roots A7, Then the flat null tetrad

L= 23V NeG . Ne= IRV e = IRV,
det(AY) = e,pAIAP2 =1
(18.53)
determines the class of flat compatible metrics
9] = AN(L,N, + N,L,) — MM(MMM,, + MMM,,) (18.54)

Hence the two different LCR-structures, "natural U(2)” and ”cartesian light-
cone” are compatible with the two ”flat” Cartan-Klein geometries based on U(2)
and Lorentz groups. It happens, because the flat U(2) metric

ds% = (dr)? — (dp)? — sin? p(do)? — sin? psin? o (dx)? =: 7, dxtdz”

7€ (—mm) , pel0,2r) , o€l0,7] , x€]I0,2n)
(18.55)

122



is conformally flat and connected relative to the affine Lorentz group. All its
conformally equivalent metrics are regions of this spacetime as the Cayley co-
ordinate transformation implies

7, dotde” = (cosT — cos p)?n,,, dudz”
(18.56)

2 _ 4
(cos 7 = €08 p)° = TR T
De Sitter metric ds% is also conformally equivalent to the above metric

ds?% = (dt)? — T§ cosh? Tio[(d,o)2 —sin? p(do)? — sin® psin® o(dx)?] =
= T2 cosh? 7 [0, dat dz”]

T= Qarctan(eTLO) , Tp:= \/%
(18.57)

but with p € [0,27). It covers the entire covering spacetime R x SU(2).

Hence the LCR-structure is not directly related to a precise lorentzian rie-
mannian metric. It is better to imagine it as a pair of retarded and advanced
"filaments” (¢, n*). Such a filamentary structure is the characteristic property
of the spacetimes based on the LCR-structure. The caustics of these integral
curves will be related to the "matter”.

19 THE ELECTRON LCR-MANIFOLD

Einstein’s revolution was the consideration of a geometrical notion, the metric
Juv, as the fundamental quantity of nature. But when he wrote down his equa-
tions Ry, — %g/w = T, he had to refer to the "matter” T}, as the second
part. The fundamental quantity of pseudo-conformal field theory (PCFT) is
more general notion than lorentzian Cauchy-Riemann (LCR) structure, which
is essentially an integrability condition for a (global) basis (¢,m,n,m) of the
tangent (and cotangent) space of the spacetime manifold. This generalization
permitted us to write down a renormalizable metric independent action, which
is not topological. But notice that only metrics, which admit two geodetic and
shear-free null congruences exist in PCFT. The breaking of the fundamental
tetrad-Weyl symmetry is imposed by the existence of a representative of the
class, where the charge, energy-momentum, angular momentum conservations
are valid. Hence we will say that the tetrad-Weyl symmetry is broken by the
existence of the conservation laws.

The static electron is identified with the static axially symmetric LCR-
structure determined with the linear trajectory £ = (7,0,0,ia). That is we
have

1 -zt
Xmi = e b (19.1)
| —i(2% —da) (2O —ia)z" '

—i(20 +ia)zt  —i(2° +ia)
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where (2%;2%) are now the structure coordinates. Here I will first derive the
"flat” LCR-structure (defined by XTEy X = 0) and after I will make a ”Kerr-
Schild” ansatz adapted to the LCR-tetrad to finally refind the axially symmetric
LCR-structure, which is identified with the electron. I think this approach will
make general relativists more confident to the final picture of the electron as a
gaussian beam (in the optics terminology) in U(2) spacetime.

This procedure implies first the "flat” LCR~structure coordinates

20 =t—r+iacos , z'=e¥tan} (19.2)
0 =t+r—iacosf , z'=IHoeWtan '

from which we find the tetrad compatible with the Minkowski metric

L,dz" = A[dt — dr — asin® 0dy)

N, dz" = N[dt + %dr — asin? 0 dy] (19.3)

M, dz" = M[—iasin@ (dt — dr) + (r? + a® cos® 0)df+ '
+isinO(r? + a?)dyp)

where the tetrad-Weyl factors are not determined, as expected. They are de-
termined by simply imposing that the tetrad gives the Minkowski metric. But
for that, we have to find first the relation of the cartesian coordinates with the
present convenient coordinates (¢,7,6, @), which we will call ”asymmetric”.

The general relation between the projective coordinates and the homoge-
neous coordinates of G(4, 2) is found by simply inverting their definition formula.
We finally find

0 L (XO1X32_x31x02) {(x21 x12_x11 x22)
=1 2(X0IX12_x11x07)
1 (XX X812y (X2 x02_ x 01 x22)
=1 2(X0IX12_x11x07) (19.4)
o (XM x32_x51x12)_(x21 x02_ x01 x22) .
= 2(X0IX12_ x 11 x02)
3 L (XO1X32x81x02) (x21 x12_x11 x22)
=1 2(X0IX12_x11x07)

We already know that the imaginary part of r® = 2% + iy’ determines the
gravitational ”dressing”, because the ”flatness” condition implies y* = 0. The
Minkowski coordinates x* are related with the ”asymmetric” (,7,6, ) via the
relation

20 =t
x! +i2? = (r — ia) sin fe'?
23 =rcosf
(19.5)
= (22 + (22)? + (2%)2 — a?]r? — a2(2%)2 = 0
cosf = "E—: , sinf = %#
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with the following diffeomorphic relations

da® = dt

dz! = sin 6 cos pdr + cos O(r cos ¢ + asin p)df — sin O(r sin ¢ — a cos p)dyp
dz? = sin @ sin pdr + cos (7 sin p — a cos p)df + sin O(r cos ¢ + asin p)dp
dz3 = cos Odr — rsin 0d0

(19.6)
and
dt = da®
dr = T2 dr! 4 afzjgg dz® + 2 da
3(ra! —az?) 1y 3(az' +ra?) 2 (z1)2+(x2)? ; 3
g = T2\/(T;C+a29;((x’i9)52+(z2 2 dx Tz\/ 231:;5 13:2 +(z 2)2)d$ - rv/rZ+a2 dz
1 1
dp = — iR A2 + e e A
(19.7)

Hence, we finally find that the conventional tetrad corresponding to the
Minkowski metric

L,dz" = [dt — dr — asin Hdga]

Nydat = ot F s [dt + TE20,008 020 gy g gin® ¢ ] 198)
M, dz" m[ iasin@ (dt — dr) + (r® 4+ a? cos? 0)do+ '

+isinO(r? + a?)dy)
The general tetrad is found with the ”Kerr-Schild” ansatz adapted to the

LCR-structure formalism

h(r
bp="Ly  my=M, |, nu:Nu"‘mLu (19.9)

I want to point out that we find the same static LCR-structure looking for
LCR-structures admitting time translation and axisymmetric symmetries.

With the above definition of the coordinates (¢,7,6, ), the structure coor-
dinates have the form

2V =t—r+4iacosh zlzei“’tang
B B (19.10)
N =t+r—iacosh—2f zlzﬁﬁezi“h e_wtang

where the two new functions are

fi(r) = fﬁ dr ,  fafr IW)(TQM dr (19.11)

The Newman-Penrose spin coefficients are found to be

o — ia(lJrsin2 0)—r cos 6 6 o cos 6

B 2\/zsin0 (r—iacos9)2 '’ " 2V/2sin6 (r+iacos#)

__ _ a“+iarcosf+h _h™ _
= 2p2 (r—iacosf) + 4p% e=0

— _ r’+a’+h T = ia sin 6 (19.12)
H 2p2 (r—iacos@) V2(r—ia cos )2

_ 1 __ __tasin@
P= "iTiacess o T = /2p2
k=0 c=0 v=_0 A=0

9 ) )
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which will be useful for our computations. Recall that the Kerr-Newman space-
time has h(r) = —2Mr + €. In this case the integrals are

_ —2Mr+e? _ 1Al | 2m2—¢?
filr)=[ et dr = —MIn 5 2 arctan 2

fa(r)=J (T2+a2—2%\%:|-tg)(r2+a2) dr = ﬁ In[ry Lii(%) 5]

(19.13)
A:=7r2+a>-2Mr+e*> |, O:=+Va2+e2 - M2

and the structure coordinates of the ”Kerr-Newman” LCR-manifold are

20 =t—r+iacos , 2'=e¥tan?

z6:t+r7iacosﬁ+2M1n%+%
1

_ r=M+iO\& _—ip 0
2t =r(I=5g)° e ¥tan g

arctan —2— (19.14)

in the Lindquist coordinates (¢,7,6, ). The constants 71 and r9 are normaliza-
tion constants. Notice the singularities in the ambient complex manifold occur
at the two complex values of r = M £:0. It is well known to general relativists
that this choice of tetrad-Weyl factors preserve the electromagnetic current and
the energy-momentum and angular momentum currents. This breaking of the
tetrad-Weyl symmetry will be shown in the subsections of the electromagnetic
and gravitational ”dressings” of the Kerr-Newman manifold.
The general form (4.13)

011(717 Zﬁ) =0 , P12(ZT‘a ZB) =0 , p22(2’7&a Zﬁ) =0
(19.15)

dp, ; p,;
00t 0 4 2

of the embedding of the LCR-manifold in the ambient complex manifold may
be viewed as a deformation of the 3-dimensional CR-manifold p,; (2%, 2%) = 0
through a formal anti-meromorphic transformation

2P = Bz, s) (19.16)

which generalizes the trivial transformation of the degenerate LCR-structure.
In the present electron LCR-structure this deformation takes the form

0_70
2V =2042(r— f1)
7 — M ioNa (19.17)
= ()
where the deformation parameter is the real variable r.
The static axially symmetric LCR-structure (identified with the electron) is

stable, because all its relative invariants

_ p=P _ _—2acosf
cI)l - 4 r2+¢122 cog2 [Z]

_ p—pm _  (r*4+a*+h)acosb
P, = T (r2tafcos? )2 (19'18)
(I)S _ _(7_ —‘,—ﬁ) _ 2warsin 6

V2(r+ia cos 0)2(r—ia cos 6)
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do not vanish. Notice the gravitational and electromagnetic ”dressings” that
this soliton contains.

Making all the preceding calculations and comments, I had in my mind the
values of the electron parameters. Therefore let us make them precise, and
compute[5] the electron parameters in the dimensionless units (DU) ¢ = G =
h = 1. These constants in the SI system have the values

¢ = 2.99792458 % 108 m % s 1
G =6.674%10""Um3 x kg=! %572
h= o =1.05%10"%kg +m? * s~ (19.19)

Mp = /% =2.176 x 10~%kg
Then the electron mass M., charge e? and spin parameter a have the values

M. __ —23
M = §7= = 418107

2

2= 4 _ 1
4meghc 137
a= - =2.09x10% (19.20)

a? >>e? >> M?

Hence a® + e? — M? > 0, which justifies my calculational choices.

We see that the electron metric has an essential naked singularity. This is
a problem for general relativity, because its fundamental quantity, the metric,
does not ”see” the algebraic structure. It is known (and well described in many
books of general relativity) that its analytic extension has two sheets z° and x’®
which are determined by the two roots

1
2

S { O e | R a2(x3)2}

(19.21)
In the next subsections, I will show that these two surfaces constitute the bound-
ary U(2) of the bounded realization of the SU(2,2) classical domain and their
correspondence is the well known Cayley transformation. It will make clear
why the spinorial electron naked singularity in U(2) universe can be properly
incorporated in PCFT, while it is rejected as ”unphysical” by the riemannian
formalism.

19.1 The tetrad-Weyl connection for the electron LCR-
structure

In the general case of a LCR-tetrad

dg—Zl/\EZZ'(le/\m
dn—Zs An=1i®om Am (19.22)
dm —Zs Am =Pzl An
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where the abelian connection of the tetrad-Weyl transformation is
Zyp =01+ p+ @)l + (e +E)ny — (@ + B —T)my—

—(@+p —1)my o

—(Y+M)u+ (02 —p =PIy — (T — a — B)my—

N
v
|

S -~ 19.23
—(T—a—p)m, ( )
Z3u = (7_7+ﬁ)€u + (s—?—p)nu - (03 +m _?)mu_
7(5 - a)mu
with the functions 61 , 65 , 03 & priori arbitrary, and the torsion is
Py =L32 | Dy=LE | D3=—(7+7) (19.24)

which get precise transformations under the tetrad-Weyl transformations. The
spin coefficients transform as follows

= ot M4%A1/\\/N(T+7T) + 4M‘51n

=}

M
¥ 8+ M)+ ot M
v =5y M (- u)+4AA1nN2M
5/,:%1 +AZ$MZJ\VN*(P p)+ gDt
W= g5+ + 2%M(u u)+2AA1n( M) (19.25)
P =55 (p+0)+ 5557 (P = P) — sy DIn(M M)
7'('/:%(W—FT)-}-W(T(—T)-FW(SIH(AN)
TI:W(T-FW)-Fj(T W)—méln(AN)
K/*NZEVI ’ 01:&%0
V/—%I/ , /\—A%)\

From this point of view the connection Z;,, transforms as

Zi,=Zy + 0, mAN | Zb,=Zp,+8,MN | Zi, =Z,+0,InM

e:l = %191 - %ln”au InA- 0 = 30;+ 040, In =
63 = M&g + Mmuaﬂ ln AN
(19.26)
and the torsion &1, 5, P35 as
p—p = Ljy(p -9)
W —&/ = N ©—R) (19.27)
T+ =5 (T +T)
Hence the differential forms
P=dz, , Fy=dZy, , F=dZs (19.28)

are LCR invariants. In the generic case of non vanishing relative invariants, the
gauge transformations are satisfied if

91 = n“aﬂ In (I)l 5 02 S 6”8# In (I)Q 5 03 = m“aﬂ In (I)g (1929)
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I point out that the real quantity
p—p)(p—n)(T+7T)(T+m)AMARAT (19.30)

is a LCR structure invariant.

19.2 Integral curves of the flatprint LCR-structure

We have already found that in the flatprint electron LCR-structure the structure
coordinates are

22 =t—r+iacos , z'=e¥tan (19.31)
0 =t+r—iacosf , z'=IHoe~tan '
and the cartesian coordinates are
2V =t
! +ix? = (r —ia) sin 0e'®
23 — rcos (19.32)

T4 _ [(1‘1)2 + (12)2 + (.T3)2 _ a2]r2 _ aQ(x3)2 =0

Then the L*0,2* = 0 implies that the outgoing integral curves (rays) are de-
termined by the surfaces

spi=t—r , s2:=0 , s3:=¢p (19.33)

Assuming ¢ as the parameter along the ray we find the congruence

zp(t) =t
x;L(t) = [(t — 51) cosp + asin @] sz
T T e lin 1934

Jacobian = [(t — s1)? + a? cos? ] sin 0

The variables (t, s1, 82, $3) are the (natural) ray coordinates. The caustic is
the surface where these coordinates fail to describe uniquely the rays. That
is, where the jacobian of the coordinates (relative to the cartesian coordinates)
vanishes. It occurs at

{(t—s1=0, 6==}U{0=0}
ie. (19.35)
{(x1)2 + (%)% =a?, 22=0}U{z! =0=22}

which is written in cartesian coordinates. At ¢ = 0, the rays determined by
(0, 51,82 = 0,83 = ) will cross the t = 0 surface at

z(0) =0
1
21 (0) = (—s1 cos ¢ + asinp)sin 6
22 (0) = (—s1sinp — acos @) sinf (19.36)
23 (0) = —s1 cosf
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Notice that the parameter ¢t does not determine the distance of the points of a ray
from the caustic. That is (¢, s1, S2, S3) are not caustic coordinates. Therefore
it is convenient to use the caustic coordinates (r, sy, s2,s3), which have the
property (0,51, 5,53) to be on the caustic. In this caustic coordinate system
the LCR-rays are traced by the relation

2 (r)=s1+r
z}(r) = (rcosp + asing)sinf
2 . .
x5 (r) = (rsiny — acos ) sinf
23 (r) =rcosd (19.37)
Jacobian = [r? + a? cos® 6] sin 6
The source of the LCR-rays are at r =0, i.e.
7,(0) = s1
1 .
x1(0) = asingsin 6
22 (0) = —acos psind (19.38)
23(0)=0

the disk found above.
The N#0,z* = 0 implies that its incoming rays are determined by the
surfaces

sii=t+r , shi=0 , sh:=¢+arctan 2, (19.39)

Then we find the congruence

2% (r) = s}
zh(r) = [r cos 53 — asin s sin @
2
xy(r) = [r sin s + a cos s sin @
x3,(r) = rcosf (19.40)

Jacobian = [r? + a? cos? 6] sin 6

As expected the velocities @7 (t) and 'y (t) have asymptotically opposite radial
directions.

We will now show that the origin of the essential singularity of the Kerr man-
ifold is the intersection of the two sheets of the static electron regular quadric
(in the unbounded Siegel realization)

X1X2%2 - X0X3 +2aX0Xt =0 (19.41)
of CP(3). In the flatprint case we have

X0=1 , X=X | X2=—i[(a°—23) — (2! —iz?))

X? = —i[—(a! 4+ ix?) + (2° 4 2%) )] (19.42)
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and the Kerr polynomial and its two solutions are

(z! — ix?)A\* 4+ 2(2® —da)\ — (z' 4 iz?) = 0
Ao = —(@®—ia) VA L A= (22 + @22+ (2)? — a® — 2iaz?

T—1y

(19.43)

where Ao are the two values of A on the two sheets of the quadric. The
intersection curve of these two sheets is

A= (2?2 + (22)? + (23)? — a® — 2iaz® =0
(19.44)
=0 , (zH?+ (2%)? = d?

which, after the LCR projection to R?*, becomes the singularity ring of the
electron (Kerr-Newman) manifold. Notice that the quadratic surface is regular
and the intersection of the two branches is implied by the projection. The points
of the algebraic intersection curve (the branch curve) of the (regular) quadric
of C'P(3) are regular points like any other point of the quadric.

19.3 Electron LCR-ray tracing

In the context of PCFT, the electron is a static and axially symmetric LCR-
structure (¢, m;n,m) determined by a quadratic surface of CP(3). The space-
time (universe) of the electron is U(2), the double cover of R* which communi-
cate through conformal infinity and the unit disk 22 +y? < a?, 2z =0, located
on the boundary r = 0. The rays « of the retarded congruence ¢ are labeled
by (u,8, ) defined by

D =u+4iU(0,p) , z2'=:e¥ tang (19.45)

and the rays 2# of the advanced congruence n* are labeled by (v, 6, ¢’) defined
by
0 _. ; 1_. iy 0’
D=v4+iV(0,¢) , =te¥ tan$ (19.46)

If we define "natural time” ¢ := “;“ and "natural distance” r := *5*, the

retarded rays emerge from r < 0 through the unit disk of the electron universe
U(2), they reach conformal infinity through which pass again in r < 0 region
and they come down (as advanced rays) to the unit disk, from which they pass
to the r > 0 region and close their loop trace. The advanced rays emerge from
conformal infinity, they come down and pass through the unit disk in the r < 0
region where they travel (as retarded rays) to conformal infinity and close their
trace. That is the electron is like a gaussian beam of advanced and retarded
rays in U(2) with its neck at the unit disk on the boundary r = 0.

The two fundamental equations of the LCR-structure take the conserved
ray-density forms

dONdONdA AT =0 , dOAdOAdzl Adel =0
4 B (19.47)
d(iUduAdzt Ndzt) =0, d(iVdo Adzt Adzl) =0
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If the LCR-structure has definite chirality U = 0 or V = 0, its £* and n* LCR-
rays density vanishes respectlvely In the case of the electron and because of

its left-right symmetry z!z1 = 2121 both retarded and advanced LCR-rays have
the same densities found to be

d[—2ia +7 dit —r)ANdz' AdzT] =0 | d[2z’a1j_lzi—ld(t+r)/\dzi/\d;} =0

p(r 0, p)AS = ::14 g (r?sin@dodyp) , p'(r,0,¢0")AS = j:;; ; (r?sin@'df’'dy’)
(19.48)
but as we have proved above the ¢ and n* LCR-rays have opposite directions
through the singular and different tubes (the Penrose scrit+ at the ”infinity” of
each R*-sheet. Also notice that the flow of the density decreases as %
In the natural (u, r, 6, ¢) coordinates of the ¢# congruence the tetrad takes
the form

£ydxt = du — asin® 6 do

nudzt = m[Adu 4+ 2(r? + a? cos® 0)dr — aA sin® 6 dy]
m[—w sin@ du + (r? + a® cos? §)df+

+isin0(r? + a?)dyp)

mydzt =

(19.49)

A:i=7124+ a2 —2Mr + €2

In the singularity disk the tetrad is not linearly independent. The disk singu-
larity is a manifestation of the break down of the linear independence of the
LCR-tetrad, which is a consequence of the coincidence of the two intersection
points of the quadric surface of C'P(3) with its projection line. In the context
of algebraic geometry it is a coordinate singularity related to the chosen affine
space.

Already in the context of general relativity it has been observed that the
mass does not permit an identification between the Penrose scri+ and scri-
boundaries of spacetime. In order to make things explicit the Kerr-Newman
integrable null tetrad will be used as an example. Around scri+ the coordinates
(u, w= %, 0, ) are used, where the integrable tetrad takes the form

0= du—asin®6 dp

_ 1=2mw+elwi4a’w?y, 2 . 2(14a?w? cos? 6) . 2 .. 2
n= 2w?2 (14+a?w? cos? 0) [ du 1—2mw—+e2w2+a2w? dw — aw=sin” ¢ dﬁp]
1 ; 2. 2,,2 2
M= e Tiaw o) [iaw?sin @ du — (1 + a*w* cos? 0) db

—isin (1 + aw?) dy)
(19.50)
The physical space is for w > 0 and the integrable tetrad is regular on scri+
up to a factor, which does not affect the congruence, and it can be regularly
extended to w < 0. Around scri- the coordinates (v, w’, §', ¢’) are used with
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dv:du—}—Mdr

r2—2mr+e2+a?

dw' = —dw , df =df (19.51)

dy' = dp + gty dr
and the integrable tetrad takes the form

1 9 2(14a?w’? cos® 6 / 12 02 pl ’
= 5w dv— 1+2£nw,+62w,2+a2)w,2 dw' — aw'*sin“ 0" dy']

_12mw’ +ew? talw’? _ 2.2l /
n = e e T [dv — asin® @ d¢']

(19.52)

m= W[iuw’z sinf dv — (14 a*w cos? ") do'—
) d¢']

—isin®' (1 + aw’
The physical space is for w < 0 and the integrable tetrad is regular on scri-
up to a factor, which does not affect the congruence, and it can be regularly
extended to w > 0. When m # 0 these two regions cannot be identified and
the LCR-structure is extended across scri+ and scri- of the two R*-sheets . If
the mass term vanishes the two regions of scri+ and scri- can be identified and
the ¢* and n* congruences are interchanged, when scri+ (and scri- respectively)
is crossed, but the implied flat LCR-manifold will be singular, because of the
remaining disk singularity.

19.4 Bounded realization of the flatprint LCR-structure

In the Lindquist coordinates, the ring naked singularity r2 + a2 cos? § = 0 does
not depend on the gravitational parameters of the electron. This is purely a
spinorial effect, already present in the ”flatprint” of the electron LCR-structure.
Therefore, we will neglect gravitational and electromagnetic ”dressings” and we
will work with the ”flatprint” of the electron LCR-structure. Recall that the
one R* sheet of the U(2) — R* Cayley 2 — 1 transformation is

For s := Ry—322__ >

- cos T-cos p
o= T, ‘ (19.53)
xl +ix? = Ro% sino eX ’
23 = Rocosii%@sp cos o

and the second R is identified with s < 0,

Fors::Rocosb%<0

g T+cos p
20 = To CosSTl:l-Zos p ) (19.54)
't +iz"? = —Ro 57 b, sino e |
v =Ry cos f—i—r&l-gosp coso
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The constants Ty and Ry are related to the time and space sizes. Notice that
this is the Penrose artificial compactification of the Minkowski spacetime, but in
the context of PCF'T, this is implied by the formalism itself. In the case of the
Penrose artificial compactification these two sheets s 2 0 communicate through
the scri+ and scri- infinities. In the case of the electron flatprint LCR-structure,
these two sheets communicate through the glued two discs (2!)? + (2%)? < a?
too, because we may assume

2
r=+ {gzgaz + \/[7325“2]2 +a2(m3)2} fors>0

(19.55)

2
r=-— {92_2“2 + \/[7525“2]2 + az(m3)2} for s <0

Notice that in the identified region (the disc for both sheets) r = 0 in both

sheets. That is, r = 0 occurs at 23 = 0 and s? < a? for both sheets s 2 0.
dxt

The two LCR-congruences ¢+ = % and n* = of the flatprint elec-
tron LCR-manifold can be easily implied from the calculations of the previous
section. The starting idea is that the structure coordinates z*(z) provide the
three invariants (s1, s2, s3) along the ray, which label the ¢-ray z//(r), and the
structure coordinates z®(z) provide the invariants (s}, s}, s5), which label the
n-ray x#(r). Hence we simply have the same forms, but we let r € (—oo, +00)
and at » = 0 we pass to the second x/L“(r)7x/L”(r) € R* sheet. It is intuitively
instructive.

The second way is tracing the rays wy, n(7; s1, S2,83) € U(2) in the complete
bounded universe U(2) taking r € (—o0,+00) as the parameter indicating the
ray points.

From the relation

YO= L(x0+ X% , vi=L(X'+X?)

V2 V2
19.56
2 _ 1 (y0 _ y2 3_ 1 (yl_ v3 ( )
V2= (X0-X?) , VP= (X! -XP)

between the bounded Y™ and unbounded X™ homogeneous coordinates and

1 —z1
Xmi = ¢ b (19.57)
—i(20 —ia)  i(2° —ia)2! '
—i(2Y +ia)zt  —i(2Y +ia)
we find
1—i(2° —ia) (-1 —&-i(z?—m))zI
; 1—i(2° +ia))z! 1 —i(2° +ia)
ymi — 1 ( ~ ~ 19.58
V2 1+i(2° —ia) —(144(2° —ia))2! ( )

(1+(z° +ia))zt  1+i(0 +ia)
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Like previously, we use the relations

0 _ ¢ . 1 _ iy 0
26 =t—r+ z'a cosf | ZI = er+i§arii2 , (19.59)
z'=t+r—iacosf , z = Ele "¥tang

to find the labels of L* rays
spi=t—r , S$3:=0 , s3:=¢ (19.60)

and assume the r parameter to indicate the points of the one ray. The coordi-
nates z% do not depend on r, remain invariant along the rays, therefore I keep
them unchanged. Then we express only z® as functions of the proper L* ray
coordinates (r, $1, S2, $3)

20 =81 +2r —iacosf , z'=Ttleie tang (19.61)
and we find the rays in homogeneous coordinates Y™ (r).

In the context of the quadratic C' P(3) hypersurface, along the L* integral
curves the one intersection point with the line is preserved constant and changes
the second. For the N* integral curves the role of the intersection points are
interchanged. Now using the relation

o Y21Y12—Y11Y22 o YOlyZZ_yZlyUZ

W11 = yoryz_yiiyoz - W12 = yoryiz_yiiyoz
(19.62)

_ YSIle_yllySQ o Y01Y32—Y31Y02

W21 = yoryte—_yiiyoz » W12 = yoryre_yiiyo

between the bounded projective w € U(2) and homogeneous Y™ coordinates,
we finally find the rays wy,(r; s1, 2, $3) € U(2) in the complete bounded universe
U(2).

The intersection of the two R* sheets in U(2) coordinates can be computed
by simply making the Cayley transformation of the cartesian form of the ring
singularity. Then we find that in (7, p, o, x) coordinates the ring singularity (the
caustic of the congruence) and its ”tube” connecting the two sheets is

o 2 sin? p 2
0=35 » Riorteospz S0 (19.63)
—T<p<m , —TLTTW

which apparently contains both rings of the two R* copies.
In principle we can compute the explicit form of the L ray tracing in U(2),
it is too complicated. From the cartesian coordinates we have

0 _ sin T
e = cos T+cos p
1 2 sin p ; IX — /2 2 ,—iarctan 2 _: i
x4+ — cos T1cosp SIno e = r< 4+ a“e T Slnee (19 64)
3 _ sin p _ .
x> = —=L _ coso =rcosb
CcOS T+COos p
g = sin p

cos T-+4cos p
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which imply the following relations of the curve determining variables (s1, so, s3)

— sin 7
81 = cosTHcosp r
P— — i
Sg:=tanf = T tano 106
— = a .
83 1= = x + arctan ( )
rt —[s% — a®|r? — a?s?cos’0 =0

and the convenient affine parameter of the congruence is r. The implied form
of wp,(r; 81, 82, 83) is too complicated to be presented here.

In the context of conventional optics, such formations have been observed
and they are called gaussian beams, which have complex centers. The electron
seems to be such a gaussian beam with waist a in the entire flat universe.

19.5 Electron viewed from conformal infinity

Recall that the electron is a static axially symmetric LCR-structure relative
to a precise grassmannian chart (coordinate system) with homogeneous and

projective coordinates
Xmi _ Xl _ Xl
o X2 o —Z"I“Xl (1966)

det X1 #0 , 7r:=iXoX; "
where the linear (affine) transformation is
X{ - A11 0 X1
Xé B Agl A22 XQ (1967)
r = ZXéX{71 = AQQTAﬁl + iA21A;11
and the Kerr polynomial (the quadric of CP(3)) of the electron has the form
K(Z") =2'7% - 7°73 + 2a2°21 (19.68)

At the conformal coordinate chart

e AN
mt __ —
= () - (%)

det Xo 0 , 7:= —iX1X2_1 — 1 (19.69)
h = =zt
NpoTPTT

the affine transformation (Poincaré transformation) has the form

X1\ _ (Aun A (X
X 0 s/ \Xo (19.70)
7= —iX(Xy = AnTAy, — A Ay,

and the above Kerr polynomial is no longer static and axially symmetric relative
to these coordinates. The caustic of the electron LCR~structure (the unit disk)

will look like an exploding circle (z1)% + (72)? = 112@2.
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19.6 Electromagnetic dressing of the electron

Because of the tetrad-Weyl symmetry, the LCR-manifold (determined by the
tetrad [¢, m;n,]) can define a class of metrics [g,,,] and the corresponding class
of self-dual 2-forms

Guv = Luny + by, — mm, —m,m,

Vii=40Am (19.71)
Voi:=nAm
Vs:=0An—mAm

which satisfy the relations

dVi = [(2e — p)n+ (1 —28)m| A V4
dVa = [(p — 270 + 2 — m)m] A Va (19.72)
dVs =2[pl — pn — 7m + 7m] A V3

where I have assumed the conditions k = ¢ = 0 = A = v, which define the
LCR-structure. In this and the subsequent subsection I will explicitly show how
the tetrad-Weyl symmetry is broken down and a precise metric and 2-form is
imposed in the electron LCR-manifold.

In the case of LCR-manifolds compatible with the Minkowski metric [7,,],
the tetrad-Weyl factors are trivially chosen. Recall that ”flatness” is essentially
defined algebraically. But in the case of the electron LCR-manifold it seems to
be something more profound. It admits a closed but not exact 2-form f(z)Vs.

The LCR-tetrad

h(r
bp=Ly , my=M, , ny=N,+ soridtes L, (19.73)

admits a generally complex function f(x), such that

=

— ¢
~ (r—iacos@

(AR —mAm) = (%(L/\N—M/\M)
dF =0, Vz ¢ {caustic} (19.74)

r—ta cos 0)

dlpl — pn —mm + 7m) =0

where c¢ is an arbitrary complex constant, and the last relation is the necessary
and sufficient condition for the existence of such a self-dual 2-form. Notice
that this definition continues to permit the tetrad-Weyl transformations with
AN = MM, that is the ordinary Weyl transformation, which will be fixed by
the existence of a ”gravitational” conserved current. It will be described in the
next subsection.

We explicitly find

F=_—=<__[dt Adr+iasinfdt A df — iasin 0dr A df+

~ (r—iacos 0)2

19.75
tasin?Odr A dp +i(r? 4 a?) sin 0d0 A dy) ( )
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Applying Stoke’s theorem, we find the coefficient of the singularity at the caustic

lim [ F = dict (19.76)

T—)OOt o

We choose the arbitrary complex constant ¢, such that the implied real 2-form
F := Re(F) admits pure electric charge

dF =0 , d+F=—xj.

F= ) [(r? — a® cos? )dt A dr — 2a®r cos O sin Odt A df+

q
4m(r2+4a? cos? )2

+2a%r cos 0sin Odr A df + a(r? — a? cos? ) sin? Odr A dp—
—2ar(r? + a?) cos O sin 0dO A dp =

= d[m(dt dr —a Sin2 9d<p)]
(19.77)
The electromagnetic potential
A= m(dt — dr — asin? 0dy) (19.78)

is proportional to the retarded (causal) real covector ¢, of the LCR-tetrad.
[Q]

Notice that the dimension of the potential A,, is ER Besides, there is a peculiar

phenomenon that we have to understand. The existence of the closed 2-form F
is a "flat” LCR-structure property without intervention of the ”curved” part of
n,drt. But the electromagnetic charge, appears in the gravitational dressing
too.

In cartesian coordinates

t
= (rcosy + asinp)sinf
=

= (rsingp — acosy)sinf (19.79)

P [(x1)2 + (x2)2 + (x3)2 _ a2]r2 —a%(2®)2 =0

the electromagnetic potential takes the form

A= oy (da® — T gt raiterl ge2 2 g3y (19.80)

w(ri+a2(z3)2?) r2 a2 r2+a?
which is singular at the ring
=t | (@) +(@*)?2=a> , 22=0 (19.81)

vz® € R. Notice that it is not a point.

Now let me make a fundamental remark. The field strength 2-form is a sin-
gular function at the caustic. We cannot compute the classical electromagnetic
energy, because it diverges at the caustic. In the context of quantum electrody-
namics this problem is solved in the context of Schwartz generalized functions.
Recall that singular functions are representatives of Schwartz distributions, if
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they are derivatives of locally integrable functions. The above electromagnetic
potential A, has locally integrable components, because

fdrfder"’-ltaﬁléloz"’@qs(r) = _Eli}rilogdrg(b(r)fdc/ l-i-lc’2 =

— 2r a
= lggofdr ¢(r) arctan 2 (19.82)

¢ = %cosf

(¢(r) is a test function) is finite. It permit us to make computations with the
field strength and all its derivatives as long as we respect the rules of Schwartz
distributions. When we multiply generalized functions, we must be careful with
their wavefront singularities. This is the origin of the infinity problems we have
with the conserved electromagnetic energy (=square of field strength), which
are solved by normal ordering and ”renormalizability” procedure in quantum
electrodynamics.

19.7 Gravitational dressing of the electron

The electromagnetic conserved current restricts the tetrad-Weyl symmetry down
to the ordinary Weyl symmetry, which is a symmetry of the electromagnetic
field. The further restriction will be imposed from a conserved current in the
class of metrics [g,,]. Taking into account that the conformal tensor is Weyl
invariant, the conserved current has to emerge from the Bianchi part of the
curvature.

It is well known in general relativity, that the Kerr-Schild ansatz in cartesian
coordinates linearizes the Einstein tensor. In cartesian coordinates

a0 =t
z! = (rcos¢ + asing)sind
2 _ o — i
m3 = (rsinp — acosy)sinf (19.83)
x° =rcosf

Jacobian = (r* + a* cos? 0) sin 0

we chose the tetrad-Weyl factors such that a representative of the electron class
of metrics takes the form

gHV - T]/u/ + ¢ L,ALL
¢ _ —2Mr? +e 252

rita?(z?)? 19.84
Lydat = da® — 22020 gyt (o bar?) o) dx? — 2 da? ( )

P [(m1)2 + (xz)zr_i_ &3)2 _ a2]r2 _ aQ(x3)2 -0
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The Ricci tensor and scalar curvature take the linear form

Rl = §[0"0,hf) + 0,0,h" — 9"9,h — 1177 0,05 1]
R = 0,0,h"" — 1" 8,0, h

(19.85)
uv = 77“,] + ?NVQ 2; h = ’I’]M”hp,l/
hu = S ey Ll

Hence the Einstein tensor of the electron gravitational dressing is linear in h,,,
and the corresponding Bianchi identity leads to a conserved current for energy-
momentum and angular momentum, which breaks the Weyl symmetry. Besides,
the implied coupling constant of the gravitational dressing is not dimensionless.

In the unbounded realization of the classical domain, the flat universe is
locally the real axis R* and the computations are simple because the flat metric
is constant, but we miss the global structure of the entire universe U(2). The
second R*-sheet is beyond infinity. But in the case of the electron, the tracing
of LCR-rays indicates that it folds with infinity back to the local singularity
disk (the location of the electron). Therefore the global picture of the universe
is necessary to describe the electron and the positron as well defined LCR-
manifolds.

We have already showed, that the induced metric implied by the bounded
ambient ”flat” Kaehler manifold is

ds% = (d7)? — (dp)? — sin? p(dx)? — sin? psin? y(di))? =: 7, dxt dz?
T€(0,2r) , pel0,2n) , O€[0,7] , ¢€]0,2m)
(19.86)
This metric 7, is a conformal transformation of the Minkowski metric 7,,,. We
precisely have

ds} = ds% (19.87)

Hence, the Einstein equations are no longer linear and the conservation law is
not valid. The breaking mechanism does not work. Therefore it is essential to
work in one from the two R*-sheets of the universe, where even gravitational
dressing admits conserved quantities because of its linearized equation.

In ordinary general relativity the conservation of energy-momentum and
angular momentum is derived from pseudotensors. The Landau-Lifshitz pseu-
dotensor is

1
(cos T7+cos p)?

4

2
TE = 157 5o [(—9) (9" 977 — g7 g™)] (19.88)
which must be used in cartesian coordinates. In PCFT these coordinates are

well defined as the real part of the complex projective coordinates of G(4,2). It
is evident that it breaks Weyl symmetry

Guv — (I)2guu
1 (19.89)
g = 329", g— Py

If we replace the LCR-tetrad, we find

4

v c 2 o v o v o v
TgL = maw‘?w[(—g)(‘/l BVYP + VR VP + %Vg MVSP + c.e)] (19.90)

140



where

VIE = 00mt — rme . VM = n"mt — nfm°
(19.91)

VaH = 07n# — 0 — m7m* + mPme

It is not generally covariant.

19.8 LCR-rays of the (curved) electron LCR-manifold

From the relation between the projective and homogeneous coordinates

o _ (X01X32 X31X02) £ (X2 x12_ X1 x22)
= 2(X0IX12_Xx11x02
1 -(X“X” X1 X12) 1 (x21 x02_ x01 x22)
=1 2(X0Ix12_ x11x02 19.92
9 L (XMIX32_XB1X12)_ (X2 x07_x01 x22) (19.92)
=1 2(X0T X12_ x11x02
3 (X01X32 X31X02) (X2 x12_ x11 x22)
rT =

2(X01X12 X11X02)

we make the substitutions

1 1
X = 0 1 19.
,i(zo —ia) Z‘(ZO - ia)zl (19.93)
—i(2Y +ia)zt  —i(2Y +ia)
and we find )
p0 = 22420 oo =20E D)
~2 ’ - (1+z121)
R B S Ao ) (19.94)
2(1+212h) ’ 2(1+2121)

In the case of the ¢# congruence we find

re(r) ==z (r) + g (r)

0 _ A e2-2M? [€)
—u—&-r—i-MlnTl—&— & — arctan ——5;

2 a ;
Pl (r—iacos 0+M In %—i—% arctan )(e“P-Q—rg('" M+‘e © e “?)tan §
- M+i© 9
1+’I“2(T M+ze)® tan2
_ o\
7’2 - (r—iacos 0+M In %Jrc 2M arctan W)(e“’ (:,%f:g) O e “")tan%

14ra (7= M+l@)0 tan2g

M i0
7“3 (u+r+M In A—i-e 72M arctan )(1— (: %f:g)% tan? g)

1+’I‘2(7 %+’Lg)® tan29

A:=7r?+a?—-2Mr +eée* | @.:\/m

— M

(19.95)
where u, 6, ¢ are constants along the corresponding integral curve.

We have already shown that the LCR-manifold is defined as a special real
submanifold of an ambient complex manifold which admits a class of Kaehler
metrics determined by the det(pij). It is a symplectic manifold with a closed
symplectic form which vanishes in the LCR-manifold, i.e. it is a lagrangian sub-
manifold with the corresponding class of metrics. The above relations (19.95)

141



determine the embedding of this lagrangian submanifold in the canonical coor-
dinates of the phase space.
In the case of the n* congruence, the constants along its integral curve are

v ;:t+r+2Mln%+%arctan&
eI = pp(L=MEI0)E v

The form of the curves r® := x%(r) + iy2(r) is found through the appropriate
substitutions.

19.9 The positron

The positron LCR-structure is the conjugate of the electron one

Z0=20=t—r—iacosf , Z'=zl=e¥tan}

~ = . A 2(e2—2M? O

20 =20 =t 47 +iacosf + 2M In 18l 4 2 5 ) arctan —2 (19.97)
— 1 r—M

1 _ 1 _ r=M—i®\& _ip [

=2 =r(i e ) e tang

which has the LCR-tetrad

t,=4L, , my,=m, , n,=n, , m,=my, (19.98)

which has the same gravitational dressing but opposite charge electromagnetic
dressing.

In order to geometrically distinguish the positron from the electron we have
to consider the (unbounded) two R*-sheets realization, where the ¢# and n*
congruences have opposite directions passing through the ring singularity. In
a given R*-sheet, assuming that the electron is the LCR-manifold with the ¢#
congruence outgoing and the n* congruence ingoing, the positron is the LCR-
manifold with the ¢# congruence outgoing with opposite twist a and the n'*
congruence ingoing with opposite twist too. Hence the outgoing (retarded) and
ingoing (advanced) character of their LCR-rays is preserved.

20 7" ACCELERATED” ELECTRON LCR-STRUCTURE

Algebraic surfaces may be defined either implicitly through polynomials or
explicitly through holomorphic functions. We saw that the free electron hy-
persurface of CP(3) is either implicitly determined by the Poincaré covariant
quadric fixed by the 4-velocity v® of the free electron or the linear trajectory
£4(7) = vo7 + 5% with v%’n,, = 1 and s* a generally complex vector related to
the spacetime location and the spin of the electron. In this section we will use
the general complex trajectory to describe the generally moving electron.

In the case of a ruled LCR-structure determined by one trajectory £%(7) i.e.

AL 22
X= (isawaw ifa(Tz)Ua/\2> (20.1)
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29, 20 are the two solutions and

tions of the following equations

)\Al, A2 are the corresponding projective solu-

dotl(ra — £, ()0 ] =0, T1o=E =10 F \/(ri — £(r1(r?)))?
(20.2)

(Fa — €4(2°)0% AN =0 = (14 — £,(20))0% 422

Notice that if the two roots 71 2 are different the corresponding A and A% are also
different and they provide the natural "retarded” and ”advanced” intersection
points of the line r® with two sheets of the algebraic surface of C'P(3).

In the zero gravity approximation XTEX = 0, ie. 7% = 2% = 29, the
LCR-tetrad is compatible with the Minkowski metric. Hence the spinors A =
(1,¢ j)T may be projectively computed via the above relations. One can easily
see that the Kerr functions, which determine the ¢# and n* geodetic and shear-
free null congruences are found after the elimination of 7; from the following
equivalent (because of the vanishing of the determinant) two pairs of relations

(2" —ia%) = (€"(75) = ()] ¢ = [0 = 2%) = (€°(7) = €¥(73))] =0
(2 +2%) = (€(r)) + £ ()] ¢; = [@" +1ia?) = (€' ()) +i€%(r;))] =

. (20.3)

_ GO () ) | (@ ie?) () e )
i = W) @)@ ) T @) (@) r,) (20.4)

and the corresponding flat null LCR-tetrad is

=N (14 GG, G+CGs —iG—CG) 1-G6G)
= No (14 (oG s o+ Gy —ilCa—Co) s 1—Ca(s) (20.5)
=N3(1+¢ ¢, ¢+ Gy, —i(¢ —Co) » 1—¢1s)

As expected, the normalization factors cannot be computed and they have to
be imposed.

In the considered case of zero gravity approximation the imbedding relations
of the LCR-manifold can be easily written down and subsequently the LCR-
tetrad can be computed as functions of the structure coordinates. Assuming
the notation

X = ( A JE > (20.6)
—1€,0%N  —1E, 0%\

where £, (2°) and €, (2 ) are two independent trajectories for every column, the
embedding relations are

pinT(o I>X i('? g)AT a) ’i(ia 5)Ar ay
—i(¢, — &, )A oo N i(E, — €, ))\ PR
(20.7)
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where 20 and z° are the variables of the two independent trajectories and

A= (le) . A= (‘fi) (20.8)

are the other structure coordinates. Following the conventional procedure, the
LCR-tetrad can be found.

The integral curves (LCR-rays) of the retarded ¢ congruence are labeled
by the three independent functions Re(z°), Re(z!) and Im(z!) of the structure
coordinates z?. The first is the wavefront surface. Hence, the algebraic trajec-
tory £€%(2°) is the movement of the source of retarded rays in the grassmannian
space G(4,2). In the case of the advanced n* rays the 2” structure coordinates
are considered.

20.1 Real trajectory and Lienard-Wiechert potentials

In the electron LCR-structure, the spin of the electron appears as non-vanishing
relative invariants. Hence, if we neglect the spin, the relative invariants vanish,
i.e. the LCR-structure is degenerate. Then the LCR-tetrad (up to a factor) is

(=d =dry m:dz1~: d¢,

- 20.9
n=d'=dry , m=dz' =d(, ( )

They are found to be

= —xu—g“(zf’) dx#
(29— (x0))é, () o s 1
m = (I0+23),(§§(17j)+§3(7],)) [_Cl(dxo + d.’)33) + da! + Zdl‘Q) + (Cl (5 +£ ) - (5 + i€ ))E]
_ 114,75‘;(2‘0) "
(29-£%(20))€, (29)

i

(20.10)
I point out that the tetrad gives the closed self-dual 2-form J = %J wdxt Adx?
but it has to be multiplied with the appropriate tetrad-Weyl factors in order to
give the Minkowski metric.
The self-dual 2-form and the retarded Lienard-Wiechert potential is

J=2d20 Ad20 — 2dzt A d2t
AH = ef“(zo) _
dm (20— (20))€,, (2°)

(20.11)

which have a singularity along the trajectory £%(7), which is interpreted as
the trajectory of the charge. In the case of a spinless charge at rest £%(7) =
(1,0,0,0) ", we simply find the electric potential and vanishing magnetic poten-
tial.

The electromagnetic quantum mode, the photon, is the signal singularity,
which can occur at the retarded (or advanced) wave front 2 = 0 and it moves
with the velocity of light. This is implied by the Cauchy problem applied on the
electromagnetic partial differential equations. Notice that the LCR-structure
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contains an additional singularity, the trajectory (the intersection of the two
sheets of C'P(3)), which describes the movement of a particle with lower than
light velocity. This last singularity emerges at the points of the LCR-manifold
where the LCR-tetrad is not linearly independent.

20.2 Expansion in 1/c

In this subsection, we continue to neglect gravity. Besides we normalize the
dummy (generally complex) parameter 7 of the trajectory £*(7) with the con-
dition 50(7') = 7. Considering analytic trajectories, we may separate them to
their real and imaginary parts £*(7) = £%(7) + i€7(7). That is the coefficients
of their Taylor expansion in 7, of {%(7) and £7(7) are real. Then we have the
following structure coordinates

(20.12)

where I substituted z° = ct, in order to make appear the velocity of light, and
after I divided 2° and 2°, in order to facilitate the % expansion. The physicist
should notice here that the existence of the constant ¢ (which accommodates
the different time and distance units) is imposed be the addition of time and
distance quantities.

The up to 1st order approximation implies

SOt 1y sﬂw—ﬁﬂm
Nmpgd \/ () — i€y (t))?

The trajectory (source) singularity of the LCR-structure occurs at the space

' (f — EL(0)2 = (€4(1))?

(20.13)

s ‘ (20.14)
> (@' — ER(1)Er(t) =

i=1

In order to find the form of a current concentrated on this circumference s,
I first consider the spheroidal coordinates

at — €L (t) = V2 —|—CLZCOS(pSln9—|—dZ\/T'2 +a281n<psm9—|—€l ' cos B
P=g-yes | & =%
i=1
(20.15)
~i

where & and d' are unit vectors perpendicular to 53. The jacobian of the

transformation is
J = (r* + a®cos? §) sin 0 (20.16)
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Looking for a solution of the laplacian not defined on a curve s, we write
O?AH(z) = jH(z) (20.17)
where j# has support on s. The Green’s function is
D?Gl(x;2") = oHS(zP — 2'P) (20.18)

in cartesian coordinates. It gives the solution
() = [Gutasa @' = [Golasa (D@ sDde (20,19
14 s

In the case of a scalar field we have

X0OF) Jardgdy

j(@)da" = je(p)
A(x) = /G(x;a:’)j(x’)dg:’ = /G(I;I'(w))js(cp))dcp (20.20)

14 s

If we consider every point of the curve as a moving particle along the trajectory
we will have

(20.21)
g =y"a(xt =y (1))

I think this approximation gives the ”classical” meaning of electron spin.

21 MASSLESS LCR-MANIFOLD

Instead of the riemannian structure g, of Einstein’s gravity, PCFT assumes the
LCR-structure as fundamental as the fundamental structure of nature. Even
at the ”classical level” the elementary particles are derived as distributional
solitons. In the present computational procedure, they correspond to algebraic
hypersurfaces of C'P(3). The classical trajectory of the elementary particle is a
manifestation of the complex trajectory in the grassmannian manifold G(4, 2) of
the ruled surfaces X"(7,s) = X"}(7) + sT"(7). The pair massive-massless lep-
ton is a manifestation of ruled surfaces with non-vanishing and vanishing gaus-
sian curvatures, which are called developable and characterized by the property
™ (1) = %i(ﬂ. In the present section we will specify this general framework
in the case of the electron neutrino.

It is computationally easier to first look for a LCR-structure compatible with
a minkowskian class [,,] of metrics (a flatprint in the terminology of general
relativity) and after applying a Kerr-Schild ansatz to find a curved candidate.
So we look for a Kerr polynomial (11.3) with det p = 0, which is automorphic
relative to the z-rotation. No rank-3 quadratic surface survives this condition.
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For every helicity [E := p® = 4p?] of the neutrino LCR-structure, I only find
the rank-2 union of the following two planes

[E=-p’: (X'+aX3)X°=0
(21.1)
[E=+p%: XY X°+bX%) =0

in the frame with p' + ip? = 0. Note that both cases are deformations of the
”cartesian” LCR-structure.
Let us consider the first case. In the affine space

XOl X02
ni Xll X12 )(1
X = X21 X22 = <X2 5 det X1 7é O (212)
X31 X32

of the grassmannian G(4, 2), the Kerr polynomials of the left and right columns
are

XU tax3t=0 , X2=0 (21.3)

respectively. Then in C'P(3), the intersections of the line x with the first and
second planes are

ri=iXo X!
—a(x! +i2?) X + [a(2® + 23) +i] X1 =0 (21.4)
X02 =0

Notice that this LCR-structure is regular in the present affine chart (det(X;) #
0), because [a(x? + 23) + 1] # 0.
The convenient structure coordinates are

1 0
X" = az’ b 21.5
T =iz 21+ iaz®) (21.5)
—z! —i20
The LCR-structure conditions (XTEy X = 0) are
020 1.7 —
%—azzl—qi (21.6)
I R 020 _ ’
zi—=2l=0 , Z===0
and the structure coordinates are
0_,0_ .3 (") +(?)* 1 X3 alvie?
Z~ =T T aa(x~(’+x3)+i A= T xor = a(;"-{—ag)—i-i (21 7)
D=20 448 | = o ’

a(x04x3)—1
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The flat LCR-tetrad and its differential conditions are found following the gen-
eral computational rules

L =du—iazldz' +iaz'dz! |, M=dz' , N=dv

wi= 22 pi= 20 (21.8)

dL =2iaM AM , dM =0 , dN=0

The integral curves z//(s) of the causal vector /9, are found using the
definition of the projective coordinates and the fact that 20 and z' are constant
along the curves, because (49,20 = 0 = (#9,z'. We assume the ray (affine)

parameter s := 20 = 20 + 2% and the ray labels s; = Re(zY), s2 = Re(z1), and
s3 = Im(z!). Then the jacobian is

ds ANdsy ANdsg A dsz = Wcﬂxo Adxt Adx? Adx? (21.9)
Hence the caustic of the causal rays is at infinity as we algebraically found it
above.

The coordinate singularity is hidden at infinity, like in the ”cartesian light-
cone” LCR-structure (18.23). In order to ”see” it, we have to work in the patch
det X5 # 0, where

= —iX (X)L =27t

—((E/l + ix/z)X2l + [(LL‘/O + $/3) _ ia]X31 =0 (2110)
(20 — 23 X2 — (21 — iz?) X2 =0
The singularity occurs at
det Xo =0
W (21.11)
.’L'/O—Z‘B:O .%'11:0:.’13/2

We may have a global view of the LCR-manifold in the ”bounded realization”
coordinate chart Y™ is given by

X0: 1 (YO+Y2) , X1: 1 (Y1+Y3)

V2 V2
(21.12)
X2 = %(yo ~Y?) |, X3= %(Yl —Y3)
where the two planes take the form
(a+1D)YH4+(1-a)Y3=0 , Y24+Y2=0
N3
(1—a)wn Y +[(a+1) + (1 — a)wy] Y =0 (21.13)

(1 + wll)Y(]2 + ’LU12Y12 =0
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and the singular surface (det Y7 = 0) is

[wi1waz — wiawar + 1 4+ w11 + waz] + a[—wi1wae + wizwey + 1+ w1 — waz] =0
I
cosT+cosp=0 , sin7T+sinpcosoc =0
Te(0,2r) , pel0,2n) , o€][0,n]
(21.14)
Notice the difference between the ”cartesian” LCR-manifold and the present
"massless” LCR-manifold. The former is singular in the entire null infinity
(scri+ and scri-)(18.32), while the present is singular at a part of it. This subset
must satisfy

(sinp)(sino) =0 ; pel0,2m), o€][0,n] (21.15)

For 0 = 0, we find the 7 = 27 — p line and for ¢ = 7, we find the 7 = p curve.
In order to avoid the coordinate singularities we may look at the causal rays
! (s) of 19, in the global U(2) coordinate chart angular parametrization.

21.1 Kerr-Schild ansatz

The considered above massless flat LCR-tetrad and structure relations are

L =du—iazldz' +iaz'dz? |, M=dz' , N=dv

(=1}

u = 20420 V= zagz (2116)

dL =2iaM AM , dM=0 , dN=0

Notice that its relative invariants are ®; = 2a and &5 = &3 = 0.
The LCR-tetrad implied by the Kerr-Schild ansatz is

(=L , m=M , n=N+ f(v)L (21.17)

where f(v) is an arbitrary function of v. The LCR-structure relations are

dl =2iamAm , dm=0 , dn=—fU4An+2iafmAm (21.18)

Notice that the curved LCR-structure changes category with the relative invari-
ants being now ®; = 2a, ®5 = 2af and 3 = 0. Notice that this is the category
of the "natural U(2)” LCR-structure (18.14). We see that the right part of the
massless soliton is no longer trivial, like in the flatprint case. Does it mean that
the neutrinos small masses are due to their gravitational dressings? Or that the
massless neutrino is the asymptotic plane surface of the neutrino developable
LCR-surface?
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21.2 Massless trajectories

The massive character of the electron in PCFT comes from the ganabéb # 0 con-
dition of its algebraic trajectory in the complex grassmannian manifold G(4, 2).
We will now consider the simple cases of linear trajectories with null velocity.
The simplest case is £*(7) = (7,0,0,7) . Then, the compatibility condition

70— 3 —(rl — 2 20
<—(T1 +ir?) r0(+ rd — 2)r> <)\1) =0 (21.19)

implies only one solution

rapd rl—qr?
T=gmtel . M~ ( 0 3> (21.20)

ro—-r

This means that one null linear trajectory cannot determine the line of CP(3),
which corresponds to the point  of G(4,2). Therefore we need two independent
linear trajectories, one for each column of the homogeneous coordinates X™ (i.e.
a reducible quadric), in order to define a massless LCR-structure.

Let us consider the case of two axially symmetric massless trajectories £7(7) =
(7,0,0,c17 4 iby) T and €5(7) = (7,0,0,ca7 + ib2) T with ¢; = £1. Then, the
explicit parametrization

Al 22
X= (—i£1a<n>rw —z’f%(m)raf) (21.21)

implies that they correspond to the following reducible quadrics

Forci=1=c =
(1X2 4+ by XON) (i X722 4+ iby X02) = 0

Forci=1=—c =

(iIX 21+ iby XOU) (X2 — by X 12) = 0 (21.22)
Forc =—-1=c¢c =
(i X3 — iy X)) (iX32 —iby X12) =0
and the corresponding LCR-structure coordinates are
Forci=1l=c= 1,= %(Z'X?’1 —ib; X1)
1 _ _10:y31 _ 11
For 70_; ; 1%(;)(2612—'—7;)7('(1)1)— 5 (1X b X1, (21.23)

For Cc1 = —1 = Co —> Tj = %(’LX21 +iij01)

In the case ¢; = 1 = —cg, the compatibility conditions
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,’n077ﬂ3+ib1 7( 171-7,2) )\01 o
—(rt+ir?) 043 =27 —iby ) W) T

(21.24)
0 — 3 — 27y +iby)  —(r! —ir?) 202 —0
—(rt +ir?) O+ 3 —iby ) \ N2 ) T
imply
POV2_ (p1)2 _(12)2_ (13 by )2 POV2 _(p 12 (12)2_ (13 _ibs)2
=) (2()7"0—(r3—)0—ib1() 1) . To= (r?) (2()rO+(r3)—ib2() 2)
Al rl —ir? 7(T;)2'§(T.2)2
A ~ 0.3 . ~ r f'r‘ J-rlel
0 — 1’ +1iby rt4ar (21.25)

. 1_ ;.2

az (1018 by P
~ rt + ir? R G el G
70413 —ibgy

We saw that an accelerating electron may be viewed as a ruled surface of
CP(3) with a non-linear trajectory £*(7) i.e.

1 0
m o__ 0 1
XM= —i[(fo _ 53)] + A —i[—(fl _ Z.£2)] (21.26)
i€ i) —il( + €9)

Its corresponding ”accelerating” neutrino is the tangential ruled (developable)
surface. In order to describe this leptonic massive-massless pair we start from

W™ (r,s) = Z™(r)+ sT™(r) (21.27)

where T™(7) indicates the direction of the generating line which meets Z™ (1)
(the generatrix) at 7. Then in the X = 1 chart we have

1 1
Zl 1
+sT A
Z0+sT0 _
Z%4sT? - 72(5 + 5 )\) (2128)
Z04gT0 0’0 0’1
Z3 4T3 —1q
St (&0 + €11 )
which implies
_ Z'4sT? . ztaz°
A= Jupero S 8= =i
Rt e A - Z072_ 7270
60/0 = ZZOTl—ZlTO ) §O’1 = lZOTl—ZlTO (2129>

_ .zt zi1e _ 2773 _Z37°
§10 = igor—giro > &1 = igopr=zipm
Z9TY — Z'T° £ 0
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for the accelerating electron. For the ”accelerating” electronic neutrino (7" =
Z) we find

A= ZlasZ § = _Z1=AzZ°
70452 7'z’
i 22 Z —z! Z ZOZ ZQZ
Soo =177 5 5 Son =T o (21.30)
€ = iZ2 7'z’ € = 27— 737
o= zoz" ZlZO ST gy g
ZOZ —ZlZ #0
Notice that the vanishing of the Gaussian curvature condition
€or0é11 — §01€10 =0 (21.31)

for the neutrino is satisfied, as expected. Besides in the Z° = 1 patch, the
developable surface takes the form

.1

AN=2 +sZ <— s:fZIZTA

g _ -222172122 f _ ZLZ

00 =TT - S0 T P (21.32)
3 3

51'0 ZZZ# y & = ’%

Z #0

As a developable surface W™(r, s) of C'P(3), the neutrino needs some better
understanding. The parametrization

AW (r,s) = (2" + 52 Ydr + 2" ds (21.33)

implies that Z" and Z" must be linearly independent and s # 0. Hence the
Darboux frame coincides with the Frenet arclength frame of the holomorphic
curve Z™(7). In the Z° = 1 euclidian metric we find that the Cartan lift of the
holomorphic curve Z(7) is (13.46).

22 GRAVITATIONAL AND ELECTROWEAK
CONNECTIONS

In conventional field theory the interactions have to be imposed as connec-
tions. In the computation of the electron and its neutrino distributional LCR-
structures, these fields appear as gravitational and electromagnetic dressing dis-
tributions with precise compact singular support. The purpose of the present
section is to provide the algorithmic derivation of the Einstein and the weak
connections. The surprising result is that both connections are manifestations
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of the same quantities, the LCR-tetrad. This essentially generalizes the surpris-
ing identification of the electron electromagnetic dressing A, (x) with the vector
¢, of the LCR-tetrad (and the induced gravitational dressing).

The definition of the LCR-tetrad is

dl=Z  NL+idPym A m
dm=Z3Am+ Pzl An
(22.1)
dn=Zys An+iPom Am
dm = Zs AN+ O3l An

where Z1, Zs are real 1-forms, Z3 a complex 1-form, ®;, ®5 two real scalars and
®3 a complex scalar. Apparently, it is not invariant under the usual SO(1, 3)
transformation of ordinary Einstein connection of general relativity. If we fix
the tetrad-Weyl symmetry, we may osculate the LCR-tetrad with the SO(1,3)
connection. The existence of the LCR-tetrad may be viewed as a breaking of
the SO(1,3) symmetry down to the possible LCR-tetrad.

The general solution of a realizable LCR-structure is a special totally real
submanifold of C*, determined by the following conditions

p11(z%,2%) =0 , ppy (ziaa za) =0, P22(Zavz&) =0

; ; (22.2)
gt £0# 4

Its characteristic local coframe of the surface contains the normal bundle dp,;
and the tangent 1-forms

(=i(0-0)py , n=1i0-0py , m=1i0—9)py

(5 )= w0-n 2 1) a

The ordinary theory of surfaces in general position does not apply here, because
the ambient Kaehler manifold does not have a precise metric and we must gen-
erally permit the existence of distributional singularities in order to incorporate
the distributional solitons. Therefore we have to consider connections with
sources in the context of representations of Poincaré group.

We already know that the above tangent vectors (the LCR-tetrad) deter-
mine a Hodge structure, which played an essential role to the determination of
the electron and its neutrino. The Einstein metric is an element of the class
(relative to the tetrad-Weyl) of symmetric tensors g, = nabe/‘jef’,, where €j; is a
general null tetrad (but not always geodetic and shear-free) and 7, is the well
known form of the SO(1, 3) invariant Minkowski metric adapted to the null vec-
tors. Apparently a SO(1,3) transformation breaks the tetrad-Weyl symmetry
and vice-versa, the tetrad-Weyl transformation breaks the SO(1, 3) connection.
Besides, an LCR-tetrad implies only Einstein metrics, which admit a geodetic
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and shear-free null tetrad, which turns out to be principal directions of the cor-
responding conformal curvature. A non singular (det g,,, # 0) symmetric tensor
defines a SO(1, 3) riemannian structure. It is well known that the corresponding
Cartan connection is implied by the existence of the internal product

(7, eb) = eelgh = (de®, ) + (e, de?) = 0
(22.4)
de® = wacec — wachb 4 nadwbd =0

which is the SO(1,3) Cartan connection. Because of its SO(1, 3) covariance, it
is essentially computed by the LCR-tetrad despite the fact that its transformed
null tetrads e}, are not LCR-tetrads.

We will now prove that the above definition of the Einstein connection
permits the emergence of distributional singularities in the embedded LCR-
manifold. The starting point is to write the surface p;; = 0, using the regular
coordinates

Im ZO = djll(;) ZlvRe ZO) ) Im Za = ¢22(;7 ZT,RG 26) ) ZT - ; = ¢12(zﬂ’ Za)

$11(p) = P2a(p) = P12(p) =0, doy1(p) = ddas(p) = doy2(p) =0
(22.5)

in a neighborhood of a point p. But the LCR-structure is a special totally real
CR-structure, which at a real analytic neighborhood admits a general analytic
transformation r® = f°(z¢), which makes it trivial

r 2_7;74@ =0 (226)

This last analytic transformation is not generally an LCR-transformation. Hence,
it breaks the LCR-structure, but there is no reason to worry for that now, be-
cause we are going to look for a connection, which has already broken the
LCR-symmetry. The essential point here is the neighborhood of p in the ambi-
ent complex manifold, where the analytic transformation can be extended. The
case of the distributional electron (and neutrino) indicates that the analytic
transformation cannot extend around their location. Besides the entire region
of the LCR~-manifold can be described by a distribution with a representative
(locally integrable function), which at the regular point p appears as a regular
potential with each source at the location of the electron. Besides, the location
of the electron is not a real analytic region of the LCR-manifold, because it does
not admit analytic extensions in both sides in the ambient complex manifold.
Recall that it is the Sato’s definition of generalized functions. In the neighbor-
hood of the regular point p the Kaehler potential becomes (r® —79)(r® — rb)n,_,
and the induced metric is the Minkowski metric. Hence at this point, the grav-
itational dressing is regularly expanded around the Minkowski metric.
Recall that the "natural U(2)” LCR-structure (4.33) is
{ m

e = —iw ldw =:
m n

) , de—tenNe=0
(22.7)

dd=imAm , dn=—imAm , dn=ill—n)Am

154



This form strongly suggests to osculate the LCR-structure with the U(2) group.
The first step of that is to cast a LCR-tetrad into the hermitian matrix

¢ = (6/, m,’) —i(0—90) (”11 pl?) (22.8)

m.n P12 P22

Following the Maurer-Cartan procedure we consider the hermitian matrix e

an elements of w(2) Lie algebra, i.e. a U(2) connection with non-vanishing

curvature. The connection and the corresponding curvature
o m/ .

B = By, dztt; = (m’ /) . ltrts] =iCryktk

" (22.9)

F=dB—-iBANB — DF := dF+iBANF —iFAB=0

where t; are generators of U(2). Apparently a gauge transformation breaks the
tetrad-Weyl symmetry. That is, the U(2) transformation is expected to trans-
form LCR-structures to other LCR-structures, like the weak U(2) transforms
electron to its neutrino and vice-versa. Therefore we chose the LCR-tetrad ¢’ is
such that @} = 1 = —®}. That is, we partly fix the tetrad-Weyl symmetry for
non-trivial LCR-structures with ®; # 0 # ®5. Recall the general tetrad-Weyl

transformation
=A0 , n"=Nn , m'=Mm

Zy=Zy+d(nh) , ) = A-d, (22.10)
Zh=Zy+d(InN) |, &)= W@Q
Zy=Zs+d(InM) , @f= s

Like the O(1,3) connection, the present U(2) group does not preserve the
LCR-structure conditions. In the case of the following generators

to = 1 s tr = %’“ — Cz’jk = €ijk (22.11)
we have
BO# + %B&t - EIL ) BO# - %Blm = ”;L ’ %(Blu + Z‘B2u) = m;t

22.12
FO/,LV = a,uBOl/ - auBO;L ( )

Fiuz/ = 8uBiu - 81/Biu, - 6ijk:ij,Bk:I/

The standard model model relations between the U(1) gauge potential By,
and the SU(2) gauge potentials Bj, suggest us to identify the electromagnetic
potential A,, with EL, the neutral potential Z,, with nL and the charged potential
W,, with mL. Besides, the relative invariants are apparently related to the Higgs
field.

Hence, the Einstein goal to unify all the potentials (gravitation, electroweak
and Higgs) seems to be achieved by the consideration of the LCR-structure as
the fundamental geometric structure. Besides, the identification of the electro-
magnetic potential with a multiple of the null tetrad ¢, in the Kerr-Newman
solution is not a computational accident!
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22.1 Electroweak and Higgs potentials of the electron

In the case of the electron LCR-tetrad (19.9) the three relative invariants are
(19.18)

P, = —2acos
1= r2+%2 c02s20
___ (r“*+a“+h)acosb
(1)2 - (r24a? cos? 9)2 (22.13)
(1)3 _ 2iarsin 0

" V2(r4iacos0)2(r—ia cos 0)

We first make the tetrad-Weyl transformation to reach the conditions ®; =1 =
—®,. We find

— _r’ta’cos?0
Ve Wy (22.14)
MM = —oimaesh
The electromagnetic dressing (19.78) is found with A = >o—F—>3. Then the
electroweak connection B (22.12) is found with
A= 7-2+ag7:30272n 0
N = — oo (22.15)
MM = — qra cos 6

27 (r2+a? cos? 0)2

up to an M phase tetrad-Weyl transformation.That is, we find the following
electroweak potentials (dressings) of the electron

A= arireegy (dt — dr — asin® 0dyp)

—qr r2+42a? cos? §—a’— .
Z = 87T(Tz+;12 057 8) (dt + =2 r2+aQih hdr — asin? Odyp)
W = W{‘fmse)[—i& Sin@ (dt — d’/‘) + (7‘2 —+ Cl2 COS2 9)d9—|—

+isinO(r? + a?)dy)

(22.16)

where the tetrad-Weyl factor M will be computed below through the Higgs
dressing.

The third (complex) relative invariant ®4 (22.10) is not completely fixed.
Its phase is absorbed by W and the remaining scalar real field ®% will be finally
related with the electron Higgs potential

M = 3 [ qra cos 0 }%

r—ia cos 0 L 2w (r2+a? cos? 6)2
Pl — 2sin 0(r?4a’+h) [7ra3 cos 0]%
37 r24a2cos26 q3r

(22.17)

We see that the Einstein’s gravitational connection and the U(2) gauge field
are directly related to the LCR-tetrad and the Higgs field is related with the
®,; relative invariants of the LCR-structure. In Part IV (On the ”Origin” of
Quantum Mechanics) of this Research eBook, we will further exploit these re-
lations with perturbative standard model and quantum gravity calculations in
the context of Bogoliubov recursive causal approach.

The tetrad-Weyl transformation (22.10) is the local symmetry of the funda-
mental geometric LCR-structure. This symmetry is broken by the local Lorentz
SO(1,3) transformation, which preserves the Einstein metric. It is also bro-
ken by the the electroweak U(2) transformation. That is the SO(1,3) and
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U(2) transformations are transversal to the tetrad-Weyl transformations. The
tetrad-Weyl factors (22.15) are fixed by assuming the appropriate A factor that
provides the charge conserving electromagnetic field.

23 MUON AND TAU GENERATIONS

Quantum standard model of electroweak interactions is actually the most gen-
eral and precise model in quantum field theory. It is based on the correspon-
dence of each ”elementary particle” with a quantum field representation of the
Poincaré group. It does not explain how the trajectory of the elementary parti-
cle emerges. The trajectory can enter quantum field theory through a solitonic
configuration of the particle. In PCFT the electron is a precise solitonic LCR-
manifold, which satisfies charge conservation law. In the zero gravity approx-
imation, they are LCR-structures of the boundary of the SU(2,2) symmetric
classical domain. The study of the electron LCR-structure revealed the impor-
tance of the ruled surfaces of C'P(3), which are related to complex trajectories in
the grassmannian G(4,2). These are surfaces generated by lines joining points
of two holomorphic curves Z'(7), i = 1,2 in CP(3), corresponding to the same
variable 7. That is, the general explicit form of a ruled surface is

Zm(1,8) = (1= 8) 27" (1) + 823" (1) =

= ZM(7) + s[Z3 (1) — Z(7)] (23.1)

The generating lines (rulings) correspond to complex points of the grass-
mannian manifold G(4, 2), with projective coordinates

I A S SN (S
) = XX = <—(§1+i52) £+ )

_ (5 % _. (%4 %
Using homogeneous coordinates, this curve of G(4,2) is spanned by the two

vectors Z'(7); ¢ = 1,2. The curve is called non-degenerate if the following
determinant does not identically vanish

det[Z7, 7 dz} dzg] —det< X Xy > _

(23.2)

B —iEX1 —i(EXy +€X))

1 0\ (X X - (23.3)
= det[(z.5 1) ( 0 _i€X1>] = —det(&)(det X7)?

This happens if and only if éaébnab = 0. If it vanishes, the Gauss curvature
of the surface vanishes and the ruled surface is called developable. That is we
have a pair of massive and massless LCR-structures characterized by a generally
complex trajectory. The precise forms of the electron and its neutrino has been
explicitly derived. Let me remind you their general formulation.
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In the coordinate chart X° =1, a general point of the ruled surface deter-
mined by a trajectory {b(T) has the form

1 1 0

" _ A _ 0 1
XN = e ) — @ i | T | i -y | T e — e
—i[— (&' +i&?) + (€ + &) i(€' +14€%) —i(" + &)

A=:(1-38)Z{(7)+ sZi(7)
(23.4)
The first term is the ”directrix curve” of the ruled surface and the second is
the generating line ("ruling”) of the surface. This is the form we have already
assumed in order to introduce the trajectory of the electron. And precisely the
linear trajectory £°(7) = v®7 + d® with (v*)2 = 1 corresponds to the ”free”
electron and with (v?)2 = 0 corresponds to its neutrino.

Two independent points X™ = X™(7;,)\;) of a ruled surface determine a
line of CP(3), which does not belong to the ruled surface and hence its
corresponding point in G(4,2) does not belong to the complex trajectory of the
ruled surface. The two general points X" € C'P(3), viewed as a point of the
grassmannian G(4,2), satisfy the identity

Xmi = A ) = A .
T \—irapAB) T\ —ig g AP
(23.5)
i (11
()

where the 2 x 2 matrix ra.p are its projective coordinates. In the case of
zero gravity, it becomes hermitian and it is denoted x 4/ 5, being a point of the
boundary of the SU(2,2) classical domain. Then we find the two roots (7;, \;)
of the matrix relation

[xap — fA/B(Tj)p\Bj (23.6)
Recall that in the electron LCR-structure, the two roots of (7;, A;) are assumed
as the natural LCR-structure coordinates (2%, z%), which satisfy the relations

0._ 1 _ (@' 4ia®)— (£} (z°)+i€%(2))
i=nE) 2 = T e ) (23.7)
20 .= T2(7) S = @) () i () '
' ’ (29 —23)—(£9(29)—£3(20))
and the LCR-tetrad (in the zero gravity approximation) becomes
L= %5’4/1 d:L’A/AOAl , N= %5‘4,2 d:EA/AOA2 , MF= %5’4/2 d.’ﬂA/AOAl
i R
OAZ = 1+zllzi (Zl 1 ) ) OAlOBQGAB =1
(23.8)

This profound origin of classical trajectory permit us to distinguish the spinorial
”elementary particles”, as those based on ruled surfaces, from the rest LCR-
structures. It is well known that the other two leptonic families, (u,v,) and
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(1, v,) are completely analogous to the electron. The muon is created at the up-
per atmosphere and travels to the earth surface as a (free) particle. That is, my
assertion is that the leptonic generations (e,v.), (i, v,) and (7,v,) are three
pairs of LCR-structures determined by ruled surfaces related to (electron-like)
complex trajectories. The conserved three leptonic numbers (electronic, muonic
and tauonic) are different topological Hopf invariants of the corresponding ruled
LCR-structures with possible linear complex trajectory. In the following subsec-
tions I will specify these LCR-structures and I will compute the corresponding
Hopf invariants. I think that this computation will make clear that in the con-
text of PCFT the conserved three leptonic numbers are the topological Hopf
invariants of the left and right chiral parts of the X™ homogeneous coordinates
(in the zero gravity approximation).

23.1 The Hopf invariant of the electron generation

We have already pointed out that the ”natural U(2)” LCR-structure has an
internal topological linking number (18.22), which is easily viewed in its simple
bounded realization. In order to understand the electron (and neutrino) Hopf
invariant we have to consider the global view of the electron and neutrino LCR-
structures in the zero gravity approximation, i.e. U(2) surface of G(4,2). The
quadratic Kerr polynomials of the electron and neutrino projectively imply two
solutions A () i = 1,2 in S2. That is, we have two functions

St x 83— 52 (23.9)

one for the left column and one for the right column of the homogeneous grass-
mannian coordinates. It is known that the homotopy group m(S?) is trivial
but 73(S?) = Z. The Hopf invariant of every column is determined using the
sphere volume 2-form ~
i dA N dA
W= AN (23.10)
21 (14 AN)?
which is closed. This implies that in S there is an exact 1-form w; such that
w = dwy. Then the Hopf invariant of A(x) is

H()) = /X“(w) Awr (23.11)

We will also start from the computationally simple neutrino case in the two
R%-sheets affine space

XOl X02
) Xll X12 by
Xri= | g | = (_im> , detA#0 (23.12)
X31 X32

of the grassmannian G(4,2), where the Kerr polynomials are
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bXM4 X3 =0, X”=0 (23.13)

for the left and right columns of the homogeneous coordinates. The left column
solution is

Na) = Z5He (23.14)

where its restriction 20 = 0 to SU(2) is assumed. I find

d\ — (z3+ib) (da' +idx?) — (x' +iz?)dx®

(@3 +ib)?
_ 4 _dAADN ((x3)2+b2)d11/\dx2+(bzl7m213)dzl/\da:3+(b12+x1x3)dx2/\dx3
BREGECESPVE @)+ (@) + (%) 2 1572
(23.15)
which implies
71)2 fL’l l‘l CL‘27 123
w1 = 2W[(x1§d2+év2)g+($3b)d2+b2] (23.16)
Then we finally find
H(\) = 3 (23.17)
where I used the integral formula f 7(;2?%2 = 7 and I have integrated over the
0

two R*-sheets, which cover S® by simply permitting 7 € (—oo , +o00). The
consideration of the negative r sheet is essential, otherwise we could not find
the expected integer value integer value for the topological number.

The Hopf invariant of the right column X" vanishes, because the CR-
structure is degenerate.

Recall that the static electron solitonic LCR-manifold is given by the irre-
ducible quadratic Kerr polynomial (in the unbounded Siegel realization)

X1X? - X0X3 +24X°X1 =0 (23.18)
of CP(3). In the flatprint case we have

X0=1 , X=X | X2=—i[(a°—23) — (! —iz?))

X3 = —i[—(a! +ia?) + (2° + 2%)\] (23.19)
and the Kerr polynomial and its two solutions are
b —ix?)\? 4+ 2(2® —ia)X — (z' +i2?) =0
( ) ( JA=( ) (23.20)

Ao = —WEVA A ()2 4 (22)2 4 (2%)2 — a2 — 2iaa®

) T—1y

where \; 2 are the two values of A on the two sheets of the quadric. In the present
case, it is convenient to compute the Hopf invariants of the left and right columns
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of X™ using its relation to the linking coefficient of two closed curves in 52 deter-
mined by the inverse images A" (A1) = {2} (p;)} and A (\o) = {24 (p,)}. Two
general closed curves are determined using the Lindquist coordinates (p, 0, )

2t = (sinfcosy , sinfsiny , cosf)p+a(sinp , —cosy , 0) (23.21)

for two different values of 6, ¢ and the variable p € (—oo, +00) in order to cover
the whole sphere. Then we know that

1 [ eijp(zt — xb)dad dak
HA) =2— 1 23.22
O e (23.22)
The two curves can be smoothly deformed to the values ; = 0 and 6, =
5 » 2 = 0. Then the integral becomes
dp,d
H(\y) = // P2 4% (23.23)
2 P1 "‘/)2"'@2) |al

Notice that the left and right Hopf invariants are the opposite electron helicities.

Concluding this subsection I want to pomt out that a classical weak current
based on a trajectory starting with velocity (§ )2 =1 and finishing with («f )2 =0
(what ever it means in the classical de Rham current formulation of the gener-
alized functions) may preserve only the left Hopf invariant, because the right
Hopf invariant of the neutrino vanishes. Hence we may identify the conserved
electronic leptonic number with the Hopf invariant! In the next subsection I
will generalize this identification to the other two leptonic numbers (muonic
and tauonic) and I will compute them.

23.2 Linking numbers of the three leptonic generations

The complete similarities of the muon and tau heavy leptons with the electron
suggests that their LCR-structures to be based on ruled surfaces of C'P(3) with
the linear complex trajectory of the free electron, but with different z!(x) and
2Y(z) coordinates which have higher Hopf numbers. I will now show that it is
possible.

Recall that the static complex trajectory £(7) = (7,0,0,4a) has the homo-
geneous coordinates

X011 x02 1 e
) X1 x12 21 1
xni — - ~ - 23.24
X2t x?2 —i(20 —ia) (20 —ia)2! ( )
X x% —i(2 +ia)2zt  —i(20 +ia)

which satisfy the (zero gravity) LCR-structure conditions
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XniijEngO , EU:<O I)

I 0
(23.25)
2020 1251 2020 1211 1_ 7?7Z672ia _
2t 142121 7 2t + 1+ZTZT v F 20—2042ia
The structure coordinates z°(z) are determined by
(zarB — fAfB(T)))‘Bj =0 (23.26)
That is 2°(z) and zﬁ(x) are the two roots of
det(zap —Eap(Ti)) =0
(23.27)

D@)=7 , %) =72

Hence they are completely determined by the trajectory fb (7) of the ruled sur-
face and are the same for the corresponding massive and massless particles of
the three different particles of the leptonic generations. On the other hand the
left z1(x) and right 2!(x) structure coordinates are

Zl(x):% , zl(x)z—i—fi (23.28)

with higher Hopf numbers.

Once we have identified the electron with the left and right Hopf numbers
(41, —1) and its neutrino with left and right Hopf numbers (41, 0) the expected
higher Hopf numbers (+k, —k) and (+k,0) are usually implied by composition
with higher k-degree mappings f : S? — S? between the 2-spheres. That is we

take f(tan §e¥) = tan e'rv.
In the flatprint electron LCR-structure, the relation between the cartesian
coordinates and the structure coordinates are

20 =t _
z! +iz? = (r — ia) sin fe*? (23.29)

23 =rcosf

For constant time, the (left) causal ray ¢(r) is

,IO =t=0

L = (rcosp + asing)sinf

2= (rsinp —acosp)sinf (23.30)
2% = rcosf

Recall that the entire SU(2) space is covered by considering r € (—o0,400).
This 3-dimensional space may be considered as the initial data of the electron
LCR-manifold.
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Let us now consider the following initial data

20 =t=0
! = (rcoskp + asinky)sin @
22 = (rsinke — acos ky) sin 0
3 = 7(“0059 7 g (23.31)
r € (—oo,+00), 0€(0,7), ¢e€(0,2m), keZ
and compute the linking number of the circles
_>
2 =0,0,7) , 0=0¢0=0
2 = (asinkyp, —acoskyp, 0) , =0, =73
(23.32)
_ 1 eij(z' —x)da? Adz'®
/I D (ari—ai)?
I find N
x/:(ov 077.) ) 9:0790:0
?z(asink‘tp, —acoskp, 0) , r=0,0=73%
(23.33)

el ey = [t = i

(a2+412) 3 (1+r’2)2

It apparently counts how many times the circle of the ring singularity winds
around 2’ (r), the p-closed curve of SU(2).

This theoretical reasoning, based on 75(S%) = Z, needs to be accompanied
with the reason why the observed leptonic generations are three and not infinite
as it is suggested. The above computations are done in zero gravity limit. Hence
the restriction of the number of generations should be caused by gravity through
the following reasoning.

The gravitational dressing of the elementary particles satisfies Einstein’s
equations through the metric g,,,, which admits geodetic and shear-free null
congruences. These congruences are principal null directions of the Weyl tensor
which is formally written

M = EAlaf’L‘,AKAe;]“ . UapcprAkPrCrP =0 (23.34)
in the Newman-Penrose formalism. Hence the number of gravitational principal
directions cannot exceed four and in the zero gravity approximation we will have

ef =~ +0(G) , kP~ AY(2)+0(G)

Uagep =0+ GUY op + O(G?) (23.35)

Apparently this general result is going to impose a limitation to the number of
the leptonic generations implied in PCFT.
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24 COLORED DISTRIBUTIONAL SOLITONS

Concerning the electromagnetic and weak interactions, the hadronic sector of
the elementary particles is (about) a copy of the leptonic sector. Quarks simply
have the additional strong interaction, which should provide a confining mecha-
nism. The standard model does not explain the general copy-picture, while the
artificial add-on of the SU(3) gauge group gives some answers to some phenom-
ena, but it fails to imply (in the continuum) confinement and chirality breaking,
which are the characteristic properties of strong interactions.

PCFT is mathematically a principal bundle (gauge field) over a lorentzian
CR-manifold. The gluon field is identified with the gauge field of the action
and the LCR-structure describes (contains) gravity, electromagnetic and weak
interactions as outlined in the previous sections of Part III, where we have as-
sumed that the found distributional solitons (the leptons) have vanishing gluon
field configuration (dressing). In this section I will explicitly find stable glu-
onic configurations for the electron and the neutrino LCR-manifolds, which I
will identify with down and up quarks. That is, the origin of the observed
general copy-picture between the leptons and quarks is simply their common
LCR-structure (which contains gravitational, electromagnetic and weak inter-
actions).

Variation of the actions (5.8) relative to the gauge field implies the field
equations

In = = (D,)i(/=g(Lee — T Fyp) = 0
I = (D) (VgD + T Fypp) = 0
rrvee = Li(0mY — ¢Vmk)(nPm® — n°mP) + (nPm” — n"m*)(Pm° — (7mP))
(Dp)ij = 0ijOu = Vfirj Arp
(24.1)
Recall that the derivation of quantum electrodynamics (as an affective field
theory) was triggered by the existence of a source in the closed self-dual anti-
symmetric tensor of the massive static soliton. But, once we assume one of the
two actions, the corresponding field equation from the above (24.1) two is exact.
We cannot replace (ad hoc) the zero of the second part of the equation with a
source, because the symmetries of the action will be destroyed, and subsequently
the renormalizability of the action will be destroyed too. The solution to this
obstruction comes after a close look at the form of the field equations. Notice
that they are the sum or difference of two complex conjugate terms. This does
not permit us to apply the complexification (necessary for the application of the
Frobenius theorem) and use the convenient form that the LCR-structure tetrad
takes in the ambient complex manifold.
Therefore I find convenient to give the PDEs (24.1) the following equivalent
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forms

Ig = =D {v=gl(trm” — t/m")(n*m? Fjpo)+
+(ntm” — n'm*)((Pm? Fjpe )|} = —kY
(24.2)
It = = (Du)i{V=gl(trm” — 'm*) (0’ Fjpe )+
+nkm” — nmt) ((Pm? Fjpo)|} = ik}

where kY (z) is a real vector field. That is, taking into account that the sum of
the two terms is self-dual

WO GV o G
T Fipo .Gj i GJ

Lreee = Z1(0tmY — mk)(nPm® — n°m’) + (n*m” — n"m*)(Pm° — (7mF)]

(24.3)
the action Iy implies that k¥ is a source of the real part G;‘”, while the action Iy
implies that &} is a source of its dual part. The PDEs look like the equations of a
gauge field with a color-electric and color-magnetic source respectively. Notice
the essential difference of the present equations (24.2) and the conventional
gluonic equations. The covariant gauge field derivative (D,,);; applies only on
the tetrad-Weyl invariant part of the gauge field and not over the entire gauge
field. T will solve these partial differential equations in the static (electron)
LCR-structure. This is possible, because the LCR-structure defining equations
completely decouple from the gauge field equations. The LCR-structure is first
fixed (via the Lagrange multipliers) and after we proceed to the solution of
the field equations, which involve the gauge field. This property of PCFT is
essentially behind the physical observation of the lepton-quark correspondence!
That is, a quark has the same LCR-structure with the corresponding lepton.
But the quark has in addition a stable non-vanishing distributional gauge field
configuration "dressing” (from which it gets its color), while the lepton has
vanishing gauge field (gluonic) ”dressing”.

Recall that a distribution has two parts. The singular part and the regular
part. A classical solution of the gauge field with a singular compact source will
be interpreted as a colored soliton (the quark) with its gluon potential ”dress-
ing” being the regular part of the generalized function outside the singularity
region. If we apply again with the gauge covariant derivative (D, );; and use
the commutation relation

(D), (D))ik = =Y fijuFjuw (24.4)

we find that the current must be gauge covariantly ” conserved” (D, );; kj =0 for
a classical solution to exist (because the group structure constants f;;; are an-
tisymmetric). We will look for fundamental distributional solutions which have
compact singular sources, which may be interpreted as localized ”particles”. 1
will work out the derivation of a distributional solution for the first PDE (action
IR), where such a solution can exist, and I will simply indicate why the second
PDE (action I7) does not admit a corresponding color-magnetic solution.
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In the case of gravity and electromagnetism we found distributional (fun-
damental) solutions, where the singular part is compact and located at the
ring singularity. It is identified with the electron, while its gravitational and
electromagnetic fields are the regular parts of the distributions (the gravita-
tional and electromagnetic dressings) located outside the singular support of
the source (the electron). Now we will apply the same point of view for the
computation of the quark and its gluonic field strength dressing. Outside the
compact singular support of color sources, the current kj = 0 vanishes. In this
region we can make the complexification of the real coordinate variable x of the
(real) LCR-manifold and after we can make an holomorphic transformation to
the LCR-structure coordinates (2%(z), 2%(z)), and use their following powerful
properties

= f§ Ludx” + [P mydat d2® = f& ndat + fE mydat

Luda? = Ladz® | mydat = madz® | nydat = ngdz® | mydet = mgdz®
019, = (905 , mtd, =m0 , nt0, = n%Dy , M'D,, = M0y
(24.5)
In these complex coordinates, the metric takes the off-diagonal form and

V—gdz® Adxt Adx? Adx® = —il AmAnAm = —igdz® Adzt A d20 A dzt

0 J.3 0 g°f
— af ab _ _ g
Gab (ﬁga 0 ) y 9 (aﬁa 0

9o = lang —mamy §°P = notd — momP g=detg »
(Lomy — moly)(ngmy — Tgng) = —4g , (Eom —m%h)(n'm! —mnl) = -1
(24.6)
Hence after the complexification we have to replace /—g — —ig. Notice, that
now we deal with a complex metric (pseudo-metric), and we must not take
complex conjugations before returning back to real x. Then (24.2) takes the
form

Forb=0 , 0\Fg — Vfirj Ar1 Fioq = (Dy)jF T = —gk?

Forb=1 s 8 FzOl 'szijkOF (Do)l] ]01 = /g\kll _ (24 7)
Forb=0 , 0iFo —7finjAiFio = (Dy)ijFjor = —gk? '
Forb=1 , 05Fi — szkgAkoF]m (Dg)ij Fjor = gk}

written separately for every structure coordinate in order to help a non-familiar
reader to understand the subsequent mathematical operations. The integrability
conditions imply
[(Do), (DV)]irFygr = =V fijuFiorFygr = —(Da)ii (9k5)
[(Dg), (DD)]ikFror = =7 fijeFigiFror = —(Da)i; (Gk5)

They vanish outside the compact singular gluonic source.

(24.8)
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As expected, the written in LCR-structure coordinates equations do not
contain the complexified "metric” g_z, and contain only the self-dual left-hand
component o1 and right-hand component Fa; of the gauge field strength,
because the present gauge field action has been constructed to be metric inde-
pendent.

It is evident that if

fikFior Fygp = =5 fije (0" Fj, ) (0#m” Fi,) # 0 (24.9)

does not vanish outside the sources, the differential equations (24.8) do not
admit (fundamental) solutions with compact sources. Hence my conclusion is
that, outside the singular compact part (the particle location) of the general-
ized function, we may have solutions only if an effective abelianization of the
partial differential equations (24.8) is achieved. We actually have two types of
distributional solutions

Null : Fjﬁ:() or Fj()l:O, VJ

Non — null : (ij:O y Fkﬁfzo) s Vf”k#o
For SU(3): (Fjn=0= Fai, vy #3), (Fjon =0 =Fp1, V) #8)
(24.10)

where the case of the physically interesting group SU(3) has been indicated.
These two kinds of solitons will be explicitly computed in the following subsec-
tions, while other possibilities of abelianization may also be proposed.

In the above procedure we first found the conditions for the existence of
distributional solutions. These conditions impose forms of abelianization while
the SU(3) color group is imposed by hand.

24.1 Null colored distributional solitons

In this subsection we will compute the null solutions for the static electron
LCR-structure. That is, we will the following two independent solutions

Aw=1@.0)UY , ('m¥Fi) = (Om' — ) Fygr £ 0
(24.11)
(W Fiy) = (% =0l Fios 0 As = 100U

where U and U’ are arbitrary elements of the gauge group in a prescribed gauge
group representation.
Hence, the two gauge field equations become abelian

0zFo1 — ’}/[Aa, F01] =0 = 8aF61 =0 , Fyp= U/F(/)lU/_l
(24.12)
3aFﬁ — ’V[Aa, Faﬂ =0 = 3QF6/#1» =0 , Fﬁf = UFéfIU71
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which apparently coincide with the (abelian) equations
\/%fgau{\/—g(f“m” —'mM)(nPm° Fjpe)} = kY, tFmVF;,, =0

ntmUFy,, =0 A=0{V/=g('m” — nmt)((mT Fpe )} = —kY
(24.13)
Notice that the essential non-vanishing term in both solutions is null, therefore
we will look for completely null solutions, i.e. (£#n” —mPfm?)F;,, = 0. Hence
we will look for null abelian solutions which satisfy the above equations written
with differential forms

d{t Am(nPm° Fjpo)} =ixk; , 'm"F;, =0 , (Pn% —mPm°)Fj,; =0

n“m”Fj
v

=0 , d{(nAmPm Fj,0)}=1xk? , (Pn” —mPm7)Fj,; =0
(24.14)
The relation between the LCR-tetrad and the LCR-structure coordinates
implies that any 2-form

F=f(z")dzndz" |, F=f(zP)dz0 ndz" (24.15)
in the ambient complex manifold induces the null self-dual 2-forms
Fl=AlAm , F|=AnAm (24.16)

in the LCR-manifold. But these general self-dual 2-forms do not always have real
distributional sources. We will show that the static LCR-structure does have a
distributional source, and we will compute it. We will make the calculations with
the massive flatprint static LCR-structure using with the asymmetric flatprint
LCR-tetrad

L, dz" = [dt — dr — asin® 0dy)
Nydat = 5 r’+a? [dt + r?2a” cos? O—a® 3. _ g gin? g dy)

(7'2+a210052 0) r2+a? ) ) ) (2417)
M, dz" = m[—m sinf (dt — dr) + (r* 4+ a® cos* 0)df+
+isin0(r? + a?)dyp)
and its corresponding structure coordinates
2 =t—r+iacosf , z'=e¥tan} (24.18)
O =t+r—iacosf , z'=THoeWtan '
Then
1 _ -1 _
sin O(r—ia cosG)L ANM = V221 dz° Ndzt =
= %[ﬁd(t —7r)Adf +id(t — 1) A dp + asin0df A dg)
(r+ia cos 0) 7 . —1 0 1_
ety VA M = pdat A dzt = . .
= Tﬂ[(r2+252)dt Ndr + =5d(t + 1) Adf —id(t +r) A de + asin§db Z;Zlgzla}g)
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Unlike the electromagnetic field, these self-dual 2-forms are not dimensionless,
but they do have distributional sources. Therefore, we expect them to have
dimensional charges (interaction constant).

The non-vanishing closed 2-forms (with sources) which satisfy the field equa-
tions (24.14) are

d{l N (nPT° Fjpe)} = d{isina(ffa gl Amy=ixk,

(24.20)

C '(r—iacos )

d{(n Nm(Pm° Fj,,)} = d{— R nAm)} =ix*k;

where C;» and Cj’/ are proper dimensional constants, which provide real distri-

butional charges, derived using Stokes’ theorem. In the asymmetric LCR-tetrad
the solutions have the explicit forms

C; —Cj

smdl—iaeosn) L N M= Hlampd(t = 1) A dO +id(t =) A dp + asinfdf A dy]
= I —ixF]
cy (r+zacos@)N/\M _ =C/r _9a d(t Ad d(t AdO —id(t ANd
g S s lGmramyd(t+ 1) r+ gpd(t+7) —id(t +r) Ndp—
%ﬁj‘(;‘?dr/\dﬂnLaSln@dH/\dcp] = F' —ix F}

(24.21)
Apparently the charges of the sources are generated by the terms df A dy con-
tributing to the imaginary part ¢ * F; of the self-dual 2-forms. Hence the
constants must be imaginary for the sources to be real and the original field
equations to be satisfied. Notice that they are proportional to the coefficient a
(the radius of disk singularity). We finally find the independent left and right
solutions

F = 4m [d(t —r)ANdy] = d[ 5 (t—r)dp)]
xF| = 47\'Ja[:aln9d(t —r)Adf+ abmﬁdﬁ A dy]
24.22
FI'= - T2+a2dt/\dr+d(t+7”)/\d90] ( )
= d[= f(t +7) (sztmz dr + do)]
VFY = ;ga[sullad(t r) A df — 2‘1 Sm?dr A df + asin 0do A di]

with the corresponding potentials been apparent. The field strengths are di-
mensionless with a in the denominator. This essential difference of the gluonic
solutions with the corresponding electromagnetic one will be studied below.

The second quark (of the massless LCR-structure) can be found using the
same procedure. Let us consider the first ([E = —p?]) LCR-structure of (21.8)
with the corresponding structure coordinates and tetrad
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[E=-p: X3—-aX'=0 , X°=0

. 1\2 2\2 1 -2 2423
zozxo—m—x?’—(xo) +3(x‘) . gl =zt ( )
0 T I
0o_ ,0 3 (z _ oz —ix
= +r - o Al v

The two solutions with sources are expected to have the forms

Fi = [ (2% 2N d0 Ndzt — dF} = — %k}
S (24.24)
Fl = fi(2°,2")dz" Ndz' = dF] = —x k]

But the naive Stokes’ theorem does not apply. This problem has to be treated in
the "unphysical” grassmannian chart. Apparently, we may bypass this difficulty
by assuming a mass term and repeat the preceding calculations, in order to
experimentally check PCFT.

The second PDE of (24.2), which is implied by the action Iy, may be written
as

I = DVl me — cmem  F) o
+(ntmY — nmHt)(PmT * Fjpp)]} = —ik?

because £1°m?! and nlPm?lare self-dual. This has exactly the form of the first
PDE, with the gauge field tensor replaced by its dual. Hence the solutions of
the second PDE will be — % F} and — * F', which is impossible, because they
have sources, i.e. d* Fj # 0 #d* I}

24.2 Non-null colored distributional solitons

The left F;9; and right F Lot null solutions may coexist in the same region, if they
do not vanish only for ¢ and j in the abelian (Cartan) subalgebra. In the physi-
cally interesting case of the su(3) Lie algebra this will happen if ¢ and j take the
values 3 and 8. In the physically interesting cases, where the only the potential
As,dx* # 0 does not vanish, we will have the non-null distributional solution
with F3 gluonic dressing, which satisfies the partial differential equations

Ir — ﬁ@u{\/—g[(fﬂm” —0"mM) (n"m° F3p5)+
+(nH*mY — ntmt) (0Pm Fsp, )|} = —kY
(24.26)
I - ﬁ@u{w/—g[(ﬁ“m” — 'm*)(nPm° F3p6 )+
+(ntmY — nmH)(Pm° Fs,,)]} = —iky
An analogous abelian non-null solution with Fg gluonic dressing exists.
It is more convenient to make calculations using the differential forms. In

the case of the first action Ip the PDE takes the form

d{(nPT Fjpe )0 A+ (0P Fjpo)n AT = i 5 kL (24.27)
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Using the preceding procedure we find the non-vanishing closed 2-forms (with
real sources) in the case of flatprint massive LCR-tetrad

C; cy (r+2a cos 0)

d{sme(T zacosQ)L/\M+ (r

where C and C} with j = 3,8 are arbitrary complex constants, which are fixed
using Stokes’ theorem and the reality conditions for gluonic sources. That is,
we have

. CJ'-' (r+iacos ) —0 -
(LPM° Fjpo) = Laramamg » (NPM Fjpp) =

Fipo = 0,Aj6 — 0,45, , =38

<
StnO(r—ia cos 6) (24.29)

We assume that o
[(LANY — M¥M)Fj,,] =0 (24.30)

because it cannot be determined by the sources. That is

C/

CJ/(r+iacos )
" sin(r—ia cos 0) (

2 rarams NpMo — NoMo) + c.c.

Fipo = L,M, — L,M,) —
Fipo = 0pAje — 0,45, , j=3,8
(24.31)
For the static flatprint LCR-tetrad the solutions have the explicit forms

. . QC' 2C" (r+ia cos ) 37
Fj—inFji= — gt s LA M — WNAM*
207 +CY ¢ _ n
- J\/5 ’ [r2—iz2 dt A dr + 51119dt/\d9+ azi fd?’/\de (2432)

—idr Ady + asin0df A do|+
QC{_C(/ r“+a” cos
+JT[(T2+a2)dt/\dr+2dt/\d@ %dr/\d&]

After a straightforward calculation I find

QC/ QC "(r+ia cos 6) (2C'+C"Yara e
tr:&nst[mL/\M_F WN/\M] % = —ZrYj
(24.33)

which implies that the (dimensionless) constants 4 and g must be real for the
sources to be real and the original field equations to be satisfied.

Assuming 2C7 —C7 = 0 (because it is not determined by the gluonic charge),
the arbitrary constants are completely fixed and the solutions are

Fj = 3] oz dt N dr 4 dr Adg| =
= d[ 32 (tan~" Ldt + rdyp)] (24.34)
*Fj = 2[—Lodt A o + ainl dr A df + sin 0df A di]
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where j = 3,8 for the SU(3) color group and the corresponding potentials been
apparent.

The second action I; does not provide a solution, because it is not compatible
with the closed differential form

Fjpa’ = 0ijU - &,Ajp B j = 3, 8

(24.35)
dF; =0
through which the field enters into the action.
It is interesting to compare the electromagnetic dressing potential
2 1 3
A= oy (da® — 579 dat — TEEe dp? — 2 dg?d) (24.36)

with the gluonic dressing potential of the static LCR-structure in cartesian
coordinates

20 =t
L= (rcosp +asiny)sinf
2 = (rsing — acosy)sinf
3 — ’I("COS 980 80) (2437)
(@) + (22)? + (23)? — a?]r? — a2(2%)% = 0
with
dt = dx°
dr = ”524__‘125 dzt + ‘”2;”;” dz? 4+ & d:c
— }(rz' —az®) 1 z (ax +rz?) 2 \/m 3
1= rzx/(r2+a2><<r1)2+<ac2>2)dx e e
_ azt +rx 2 rzlfazz 2
dp = —rGiEeam 4T+ a9
(24.38)
I find
(9) _ —7- —1r _
A7 = (tan_1 ; dt+rdil c e
= Ara (tan dCE - ( 1)2+(m2)2 d:L’ + (m1)2+(z2) de )
Fj(g):;?;( o 2d115/\d7“+d7"/\dcp) ] %
= 4.,r(:2’y_,]_a2) [TZ_T_Z? dxO A dz! + %dl‘o Adx? + ‘T( dz9 A dzd]
S NN R =y
(24.39)

Notice that unlike the electromagnetic and gravitational potentials, the gluonic
potential is not a distribution with the ordinary singular ring singularity. It
has a line singularity along the z-axis like the Dirac magnetic monopole, but its
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asymptotic behavior is different. The ”electric” and "magnetic” parts are

= Z(tan™1 L)

A(CI)
j(g) 41%%3' r —z?de! +atda? 1 1\2 2\2
i = T le e — adin((zh)® 4 (27)7)]

Nl=

— { PP [EEEE G | ()2

(24.40)
where the last term of Z;g )is a singular gauge. The (19.21) relation
%
r=4 { (961)2-5-(962)24-(963)2—a2 + \/[(x1)2+(x2);+(x3)2—a2}2 + a2(23)2
(24.41)
implies
22=0, (@) + (2%)?-a®><0 — r=0
22=0, )2+ @2 -a2>0 — r=./(21)2+ (22)? - a? (24.42)

(23)2 >> (21)2 + (22)? —  r~|2?

The "magnetic” part of the potential is linear and the ”electric” part is a ”well-
like” potential.

The other important difference is its singularity relative to the spin param-
eter a at a = 0, which does not permit us to treat gluonic interaction like
gravitational and weak interactions as we will discuss in Part IV.

24.3 A chiral SU(3) connection

Recall that Einstein was looking for a geometric structure, which could replace
the lorentzian metric, and produce all the interactions. His higher dimensional
Kaluza-Klein model could not succeed in describing electomagnetism. The same
fate had the metric with torsion suggested by E. Cartan. We already showed
that the LCR-structure implies the metric structure and the electroweak connec-
tion, which are manifestations of the LCR-tetrad. In the previous subsections,
we found distributional solutions of the gauge field related to the static LCR-
structure. If we also succeed to derive the SU(3) connection from the LCR-
structure, Einstein would be justified. Everything (gravity, electromagnetism,
weak and strong interactions) are manifestations of the pure geometric LCR-
structure, without any additional gauge field. The suggestion of this subsection
is that a SU(3) Cartan connection exists, which could provide the distributional
solutions found above.

A realizable LCR-structure is based on hypersurfaces of CP(3), which are
covariant relative to SL(4, C) transformation. That is SL(4,C) preserves LCR-
structure. Following the Griffiths[17] and Griffiths-Harris[19] works we will look
for a possible emergence of the gluonic connection from the LCR-structure itself,
without any need to introduce the actions (5.8).
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We have already showed how the LCR-manifold is lifted to the grassmannian
manifold G(4,2) of the lines of C'P(3). Let a frame {Ag, A;, As, A3} of CP(3)
determined by the corresponding four vectors of C*, where Ay determines the
point from where the C'P(3) defining lines of C* pass through. Assuming it to
be a unitary basis (13.31), the Cartan moving frame relations are

dAm = WmnAn ) dwmn =Wl \NWin 5 Wmn = Wnm

l,m,n=0,1,2,3 (24.43)

Wy are SU(4) forms. CP(3) is determined by the annihilation of the 1-forms
woi, (which is a basis of the cotangent space T*(CP(3))) because of the Frobe-
nius theorem satisfying relation

dwo; = woo N\ wo; + woj A Wi (2444)

Hence the projection
Ag: U(4) — CP(3) (24.45)
gives a principal U(1) x U(3) fibration with corresponding vector bundles, the

line bundle L4, = OAp and the universal quotient bundle @4, = C*/L Ao- A
holomorphic curve Z(7) C C* implies the unitary basis lift

Zo(1), Z:1(1), Za(T), Z3(T)

dZy = 090 Zo + 00iZ; (24.46)

where 6; are of type (1,0) forms. In our case the Kerr function generates a
Darboux unitary frame

Zo(7,5), 21(7,5), Za(7,5), Zs(7,5)

dZoy = 000 Zo + boiZi

dagi — ZA” A ooj =0 s TZJ = Aji
8

_ (24.47)
A= (Ay) = ArpdP(tn)i; , [tr,tsl =ifrokts
=

G=0A—iANA — DG := 0G+iANG—iGNA=0

where the general antihermitian connection has been replaced with the usual
hermitian su(3) gauge field A = (A;;), t; are the generators of SU(3), and

O(Arpdz?) = aA—ffdzo‘ A dz®. The explicit form of the curvature is
B 0z

Grap = 0aA1p — 0pA1a — fruxAsaAkp
(24.48)
Gro1 = 00Ann — 01 A0 — frikAsoArt

Notice that the Bianchi identity is identically satisfied, because of the two (com-
plex) dimension of the analytic hypersurface.

The vanishing group manifold curvature G, = 0 should correspond to
leptons and Grap # 0 to quarks (hadrons). In the case of an LCR-structure
lifted to C'P(3) x CP(3) we have
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p11(Z2m1,Z27) =0, ppy (Zmlvzm) =0 , pyp(Zm2,2") =0

K(Zm™) =0=K(Z™m?)
(24.49)
This set of solutions is apparently invariant under the U(4) transformation.
Recall that a complex point (2%, 2%) in the 4-dimensional ambient Kaehler
manifold is determined by the two complex points 2* and z° of the hypersurface
of CP(3). Hence the above holomorphic connection adapted to the analytic
surface implies the following section

Ay = Ay (2P)dz® + AJa(ZB)dza

Grap(2") = 0aArs — 0pA1a — froxAsaAxs (24.50)

GlaE(ZB) =0sA — 05A15 — [likAsaAg;
Grop = —frux(AsaAps — Axa A j3)

which is reduced down to the (real) 4-dimensional LCR-manifold

Ay = Ayo(P(2) Lodat + Ay (P (2)) Lo daot (24.51)
G=dA+ANA

It is not yet clear to me how to relate such a SU(3) gauge field with the observed
gluonic one.

Achieving such a framework could provide Einstein’s objective to show that
all the interactions (observed in nature) have a geometric origin. Besides, the
color group is fixed to the observed in nature SU(3) group.

25 7”STRUCTURES” IN BOUNDED REALIZA-
TION

We have already found that the LCR-manifold (the spacetime) may mathemat-
ically be viewed as a special totally real submanifold of C*. Its proper projec-
tivization provides its Cartan lift into a boundary of a domain (10.8) in the
grassmannian G(4,2). This boundary may be viewed as a deformation (10.22)
of the SU(2,2) classical domain. In its unbounded realization determines the
affine Poincaré group, which we used to determine the ”electron” and ”neutrino”
LCR-structures. But it was its bounded realization that permited us to properly
study the LCR-ray tracing and reveal why the Kerr-Newman manifold with a
naked singularity is well defined in the context of PCF'T, while it is rejected in
general relativity because of the Hawking-Penrose singularity theorems. But in
the bounded realization there are some additional mathematical peculiarities,
which have to be understood and their consiquences properly estimated.
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In the context of the G. Mack analysis of the "unitary representations of
the conformal group SU(2,2) with positive energy”[21], the set of the com-
muting generators in the bounded and the unbounded realizations is NOT the
same. In the unbounded realization, the electron soliton is determined by its
time-translation P° and z-rotation. In the bounded realization, the appropriate
automorphisms are Hy = 5(P° + K°) (which is essentially a 7 translation) and
z-rotation Hy+ Hj (16.29), which imply the invariant quadratic Kerr polynomial
(16.34). Compare the forms of this polynomial (16.34) with the corresponding
polynomial K, (19.41) of the electron LCR-structure

K = ApsYOV3 + A, Y1Y?2 = A03J2rA12 (XOXl _ X2X3) + Aoa;Alz (X1X2 _ XOXS)

K.=AYY! + (A+2B)YY3 + (A —-2B)Y'Y?) + AY?Y3 = B(X'1X? — X0X3) + AXX!
(25.1)
These two polynomials are different, as expected, because only the z-rotation is
the same. The other imposed automorphisms are different.

25.1 ”U(2) electron” LCR-structure

The Kerr-Newman-Taub-NUT tetrad in the symmetric tetrad (¢,r,6,¢) co-
ordinates has the form

I %1[Adt - Uﬁdj — Ap dy]
nydat = ﬁ[Adt + nrdr — Apdp)] (25.2)

mydat = \}Tln[—ia sin Odt + nndd + i(r? + a® + 1?) sin Odp)

where
A=r?4+a®>-124+h
p =asin? 6 — 2l cos O

n=r+il+acosh) (25.3)

h=—2mr+e?

p* =
The above form of the tetrad contains the tetrad-Weyl factors, which give
the well known Kerr-Newman-Taub-NUT metric. The regularity of the LCR-
structure is found by multiplying the vectors of the tetrad with the necessary
factors to make the tetrad regular in R* and after checking that it is linearly
independent. In the present case we take

U= AL, da" = Adt — nidr — Ap dy
n' = 2nn,dz? = Adt + nidr — Apdy
m' = —/2nm,dz" = —iasin 0dt +nnd + i(r? + a® + 1?) sin Odyp (25.4)
OAm An' Am/ = 4isinOA[r? + (I + acos0)?)3dt Adr A dO A dp
It is regular if A # 0 in R*. That is (r—m)?+a?—12+e?—m? # 0. Hence only a

tetrad with naked singularity (in the corresponding riemannian terminology)
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gives a regular LCR-structure. No other scalar quantities count here. Notice
the essential difference with the riemannian geometry. This is the reason that
it can exist in the present theory, while it cannot exist in general relativity.

It has the following structure coordinates

20 =t — fo(r) +iacosd +2illn(sing) , 2'=e¥e 1" tan?
D =t+ fo(r) —iacos@ + 2iln(sinf) 21 = emive—iafi(n) tang  (25.5)

fo(r) = [ X+ 2qr | fi(r) = [ &

Its differential forms are

dl = [fa(l+a cos 0) sin 6 m—+ fa(l—&-acos 0) sin 97] Al — 2i(l+a cos H)m N
> n%n i
dn = 2r§772%§A'£ An— iA(l:zl%gOS 9)m AT
o A i(l+acos@)sin® ~ (r+il) cosO+ia_— fzar sin O
dm = [— fnng o n o7 sind m] Am + AN
(25.6)
which imply the three relative invariants.
The three self-dual 2-forms
Vi=¢Am
Vo:=nAm (25.7)

Vs:=0An—mAm

determine the following three closed self-dual 2-forms (up to a compact source).
V3 gives the self-dual electromagnetic field

B = 7(T_i(l+i3cos gz (LA —m AT) (25.8)

Viand Vs give the closed 2-forms

Fif=Sd2" Ndet = S i‘”in‘gdt/\dr+dt/\d6+isin6dt/\dcp—

sin 6

Mdr/\(w ir +" 2 sin@dr A dg + (asin® 0 — 21 cos 0)dO A dy

Ef = C"‘dz Ndz' = Ca[_iasinl g o gr 4 dt A dO — isin 0dt A dp+

sin 6

+Mdr Adl — i +Z = Sin Odr A do + (asin® 0 4 2l cos 0)df A dy
(25.9)
The apparent raised question is ”what could be the interpretation of this static
axisymmetric solution?”.
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26 UNIVERSE AND ELEMENTARY PARTI-
CLES

In the context of general relativity, where the lorentzian metric is the funda-
mental quantity with matter viewed as external object, the mathematical prob-
lems are plagued by essential singularities defined as non-extendable geodesics.
I want to point out that we are still at the classical level. The electron is
a (distributional) solitonic LCR-structure with gravitational, electromagnetic
and weak dressings. As expected, its LCR-rays are not linear in r, because of
its potentials. Even at this classical level it has the electron gyromagnetic ratio
g = 2. Its source is at a complex point like the (technical) photonic gaussian
beams in optics, passing from the one side to the other through an aperture at
a plane. The aperture of the electron is the glued essential naked singularity
of its Kerr-Newman gravitational dressing. Recall that this aperture could not
be studied in the context of Einstein’s riemannian geometry (Hawking-Penrose
singularity theorems), where such naked essential singularities were rejected as
”unphysical”, through the ”censorship hypothesis” of Penrose. In the present
Part III of the Research eBook, we made clear that the LCR-structure is more
powerful, and able enough to study such singularities.

It is now the time to consider how the "trees” (elementary particles) are
arranged in the ”forest” (universe). Apparently the bodies of the universe are
aggregations of elementary particles (the singularities of leptons and quarks, and
the wavefront singularities of photon and graviton waves). Hence our universe
is an LCR-manifold which is mathematically described as a special totally real
surface (4.13)

pll(ziav ZQ) =0 , po (Zio‘a Za) =0 , P22(Za72a) =0

_ (P11 P12 _

Pij (/’12 P22> 0
of C*, which is viewed as a hermitian matrix. In order to study the we have
to fix the permitted "motions” of the universe LCR-surface. Recall that in
ordinary 3-dimensional euclidian space the general coordinate transformations
are restricted the affine transformations. In the present case we start with
the general LCR-structure transformations (4.14) to put the neighborhood of
a regular point p of the surface into a normalized position, i.e. in the regular
coordinates (4.15). These coordinates adapted to p are

(26.1)

SR ACONNIEAE Y

\
_ 1 io 20 2 - z _ (¢11 ¢12) —0 (26.2)
pi] - 2% ZT _ Zl Za _ 25 ¢12 ¢22 =

$11(P) = Paa(P) = b12(p) =0 ,  dd11(p) = dpas(p) = do15(p) =0
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with ¢;; satisfying the indicated conditions at p and having special dependence
on the complex varables. The above form may also be written as

20 zi _(u ¢ i o1 P12
<z1 zo) <C U) i <¢12 ‘1522) (26.3)
$11(P) = ¢22(p) = d12(p) =0, doy1(p) = dgaa(p) = dg12(p) =0

where u, v are real and ( is complex, and they may be assumed as coordinates
of the surface. It is convenient to identify ¢ = 2* to consider p;; = 0 the Cauchy

null surface with ¢ = %. The pyy = 0 is also a Cauchy null surface determined
by n = 8%.

As a generic totally real submanifold of C*, its real analytic points p have
neighborhoods|1] where a general holomorphic transformation annihilates ¢;; =
0. These transformations z* = f°(r¢) do not preserve the LCR-structure! But
in the Kaehler manifold with metric and corresponding symplectic form (15.2)

. 0% det(p;;

. _
M L )dZa A de (264)

ds® =2 )dz“d? , w=2
9229z
they are permited. The variables r* may be chosen such that we get the canon-
ical Darboux symplectic form and the Minkowski induced metric

w=2n,dy* Ndzb | ds®|y = n,,detda®
(26.5)
r0 = ab 4 iyt

Apparently this holomorphic transformation cannot be generally extended over
the entire C*, where singularities may appear at complex points which will
cause the appearance of non-real analytic points in the universe (the real LCR-
submanifold).

At the regular analytic points of the universe, the Minkowski coordinates
are well defined through the unbounded realization SU(2,2) symmetric clas-
sical domain XTEy X = 0. But this global spacetime is topologically more
complicated then R*. Its bounded realization reveals that the regular points of
the universe may be considered as the R x SU(2) universal covering manifold
with the singularities of the potentials (dressings) located at compact non real
analytic submanifolds of SU(2). The compact parameters w of this spacetime
do not appear in (26.3) because we assumed that the coordinates vanish z®
vanish at p. In the next Part IV of this research ebook, the potentials will be
treated as operator valued tempered distributions of the rigged Hilbert-Fock
space of the Poincaré representations. The essential input will be to introduce
such operators for the currents using fermionic representations.

The gravitational, electroweak and gluonic dressings of the fermionic ele-
mentary particles are simply the regular parts of the corresponding connections
related to the LCR-structures of the elementary particles with the corresponding
singular parts being their classical location (trajectory). Precisely, the dress-
ings are the locally integrable functions representatives of the corresponding
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Schwartz-distributions, which determine their well defined (as distributions)
”ladder” of differentiations. The singularities of the dressings determine the
location of the elementary particles (leptons) while the regular parts of the
dressings are the ”classical” potentials of the elementary particles.

Up to now all the problems of general relativity were affronted with the
statement ”they will be solved by quantum gravity”. PCFT reverses the way of
thinking. At the local short scale level, the elementary particles are local com-
municating holes of the two R?* patches of the U(2) boundary in the supposed
embedding of the universe in the grassmannian space G(4,2), apparently if the
ambient complex manifold (implied by the linearly independent complex moving
frame) can be projectively (algebraically) compactified. Let p;;(2%,2°) = 0 be
the universal embedding special LCR-conditions. If at a point p of the universe
with real coordinates a*, these functions are real analytic (without wavefront
singularities), nothing occurs at this point. At a neighborhood of these points
there is[1] an analytic transformation 2°(r®) such that the structure conditions
take the trivial form r* — r% = 0 in the unbounded coordinate system of the
SU(2,2) symmetric classical domain. Such are all the points of the universe
without matter and its geometric form is R x S3, the universal covering of the
boundary of the bounded realization of the classical domain. But the holomor-
phic extension of z°(r%) is not everywhere possible, because it has singulari-
ties at the elementary particle loci. There, it is not analytic to both sides of
the 4-d universe surface p;;(2°,2°) = 0. The one-side analyticity is described
using Hormander’s tempered generalized functions (or equivalently Sato’s hy-
perfunctions). Recall that the generalized functions are described with ladders
of derivatives of locally integrable functions. These locally integrable functions
are identified with the potentials and their singular locus with their (material)
source. The proper study framework of the generalized functions is the rigged
Hilbert-Fock space of tempered distributions. The additional observation is
that the found distributional solitons just provide the observed elementary par-
ticles of the standard model. No additional elementary particles appear, which
could be considered as the hypothetical dark matter weakly interactinf parti-
cles. Hence the possibility to understand dark energy and dark matter passes
through the formal embedding of the LCR-universe in C*.

26.1 Dark energy and matter in PCFT

At the large galaxial scale the mathematical problem is based differently. The
spacetime is mathematically described as a four dimensional lorentzian mani-
fold embedded into the Kaehler manifold (15.2). This does not mean that the
ambient Kaehler manifold is "real”. It should be considered as a manifestation
of the background LCR-structure.

We have already found that the global universe has to be studied in the
bounded realization. Disregarding the singularitie (matter), the universe LCR-
manifold is identified with the "natural U(2)” LCR~structure. Its Kaehler metric
(16.14) is reduced to the de Sitter metric ds% (18.57), which is also conformally
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equivalent to the Minkowski metric

ds?9 = (dt)? - T} cosh? TLO [(dp)? — sin? p(do)? — sin? psin® o(dy)?] =
= T2 cosh? Tio[ﬁwdx“dm“} (26.6)

T= 2arctan(eTi0) , Tp:= \/%

but with p € [0,27). It covers the entire covering spacetime R x SU(2). It
is essentially imposed by the U(2) topology of the spacetime. The dressings
(potentials) of the singularities are local deformations which have to be added.
This picture seems to provide the cosmological constant needed to describe dark
energy.

The origin of dark matter may be analogous. This may be the effect of the
second fundamental form of the embedding of the universe LCR-submanifold in
c*.

In order to visualize the embedding consiquences of the universe as a real
submanifold of C*, it is convinient to work in real coordinates. In the Eisenhart
book[9] notation, the Gauss-Codazzi equations have the form

8 _
Rijrki = Y eo(Qs)ik ot — Lojit o) + Ramay%yﬁy}yi

- (26.7)
8 _
Qa\ij,k - Qa|ik,j = Z €T(Hm\er\zj - Mm|jQr|ik) + Ram[syﬁy;’jyifg

where the universe is V, with induced metric g;;, and the enveloping space is
Vs with metric ang. The latin indices 4, j, k, ... take values up to four and the
greek indices a, 3,7, 14, ... take values up to eight. We see that the induced
curvature R;jz; of the surface depends on the second fundamental form € ;.
and the curvature R,p.s of the ambient Kaehler manifold. These relations of
the geometric tensors are essentially implied by their precise dependence on the
four real embedding functions p;; (2b, 2¢), and the implied embedding relations
(26.3).

One of the most striking effects attributed to ”dark matter” comes from the
velocities v7 of the stars at different distances from the galactic center. This
mathematical problem is studied in paragraph 48, where the following relation
(48.7 p.165) of the curve curvatures: i relative to the ambient metric a,g, é

relative to the spacetime metric g;;, and % the normal curvature of spacetime
determined by the second fundamental forms
%:%+§ (26.8)
where eq, €4 and e are plus or minus one. Apparently the deviation of the ob-
served trajectory from the the geodetic one indicates that the observed space-
time is not a totally geodetic submanifold.
In the study of the ”accererated” electron we saw (20.13) that the observed
trajectory £%(t) is the real part of the complex trajectory £°(t). Therefore
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the computations in the Eisenhart book[9] have to be properly adapted (or
interpreted). We have to start from the proper complex trajectory in the grass-
mannian G(4,2) of a ruled surface.
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Part IV

ON THE "ORIGIN” OF QUANTUM THEORY

Synopsis: General relativists have already understood that the existence
of inevitable Hawking-Penrose singularities is a drawback of the riemannian
geometry. The solution to this problem is to change the fundamental struc-
ture. The Penrose censorship hypothesis "naked singularities are not permitted
in nature” simply throws in the garbage the clear indications that the Kerr-
Newman metric is related with the electron, which Ezra Newman called[27] the
magic hidden recesses of general relativity. On the other hand, the expectation
that the elementary particles are ”quantum objects” and all the open problems
will be solved when the quantum theory of everything is found turns out to be
wrong too. The intimate relation between the LCR-structure and the Schwartz
distributions indicates that quantum theory is a way to cope with this large
set of generalized functions. This conjecture is essentially in the background of
this Part IV of the present Research eBook and provides a raison d’etre of the
success of Bogoliubov perturbative causal approach of quantum field theory.

Pseudo-conformal field theory (PCFT) is based on a well defined renormaliz-
able action (see Part I). Besides the fact that the conditions of the fundamental
geometric structure (the lorentzian CR-structure) enter the action through La-
grange multipliers, the path-integral quantization may be viewed as a geometric
integration (through cobordism) over the lorentzian CR-manifolds. Recall that
this was first observed in 2-dimensional Polyakov action. But quantum elec-
trodynamics and its extension, the standard model of electroweak interactions
is based on a correspondence between observed particles and quantum fields.
I find that the appropriate formalism to derive this picture is the Bogoliubov
perturbative (causal) formulation of quantum field theory and its improvements
by Epstein-Glaser as presented by Scharf and collaborators. The essential dif-
ference of the present derivation is to consider the Bogoliubov axioms as a con-
sequence of the distributional (generalized functions) character of the solitonic
configurations identified with the elementary particles. Recall that the ordinary
solitons are smooth functions, but the present solitons are generalized functions,
viewed as distributional operators of the well defined rigged Hilbert-Fock space
(Gelfand triplet) of the tempered distributions. The Bogoliubov S-matrix and
the considered ”interacting” fields should be viewed as a harmonic expansion
of the distributional (classical) LCR-solitons to the unitary Poincaré represen-
tations of the free particle fields, the basis of the rigged Hilbert-Fock space of
the tempered distributions.
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27 TWO PATHWAYS TO "DERIVE” QUAN-
TUM THEORY

The formal consequences of PCFT makes clear that it conforms with the sug-
gestion of E. Cartan to Einstein to look for his unified theory in the general
framework of the moving frame (z#;ey0,) formalism. The simple substitution
of the riemannian structure with the lorentzian CR-structure provides enough
”formalistic space” to incorporate all currently known particles as stable distri-
butional solitons in the context of a renormalizable LCR-structure compatible
action. But PCFT also provides the framework to ”derive” quantum field theory
itself. The two frameworks are the following:

A. Cobordism approach: We assume that the path-integral of PCFT
is the starting point and try to find mathematical methods to compute tran-
sition amplitudes over LCR-manifolds with initial and final solitonic configu-
rations. That is, to formulate a 4-dimensional ”cobordism approach” based
on LCR-manifolds and their precise bundles, analogous to that applied on the
Polyakov action, which is a 2-dimensional PCFT. Recall the difficulties to make
the corresponding 2-dimensional calculations with the CR(1)|-|C'R(1) cobor-

dism, where the two Cauchy-Riemann boundaries correspond to p,(2°,2%) =0
and py(20,2%) = 0. Only the 2-dimensional cylinder S|_|S* propagator has
been computed so far. Therefore the computations of such an approach seem
to be very difficult in the required CR(3)|-|CR(3) cobordism in 4-dimensional
PCFT, where the two Cauchy-Riemann boundaries would be py;(2,2%) = 0
and pyy (2%, 27) = 0.

B. Einstein’s approach: It is well known the Einstein-Infeld derivation of
the classical equations of gravitational motion of many bodies by simply assum-
ing that they are precise singularities of the gravitational field. In the math-
ematical terminology, the effort to accommodate the existence of non-trivial
deRham cohomologies in a Riemannian manifold imply the equations of gravi-
tational motion of bodies. Apparently everything stops there, because we could
not derive the existing elementary particles as stable solitons from the rieman-
nian geometry. But in the previous chapters, we saw that the LCR-structure
and the implied compatible 4-dimensional action admit (classical) solitonic solu-
tions, which are Schwartz distributions. Hence the substitution of the Einstein
riemannian structure with the LCR-structure opens up the possibility to ”de-
rive” quantum theory by simply identifying the quantum Hilbert space with the
natural rigged Hilbert-Fock space of tempered distributions.

The passage of classical PCFT to quantized PCFT seems to be analogous to
the well known ”invention” of the non-rational numbers. Pythagora had based
his worldview (ARCHE, theory of everything) to the prime numbers. Near the
end of his life he realized that the hypotenuse of a right equilateral triangle with
unit sides cannot be written as the ratio of integers, i.e. /2 is not a rational
number. But the length of hypotenuse is a real (hence measurable) quantity
and subsequently /2 must be a ”physical” number. This discovery destroyed
his ARCHE-ToE! HE then disclosed his discovery to the first ”circle” of his
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"stoa” (masonic lodge) and HE ordered them to kill the member who would
disclose it. Hippasus was drown because he did it! Today, we do know that the
non-rational numbers are determined by the rational ones Q. R is a completion
of Q. An irrational number is approximately computed, i.e. written as an infi-
nite sum of rational numbers. I mention this story (myth?) in order to stress
the analogy between the measurement of the physical quantity ”length of the
hypotenuse of a right equilateral triangle”, with the more advanced completion
of the Schwartz tempered distributions. That is, the locally integrable singular
gravitational, electromagnetic, weak and gluonic dressings belong to an exten-
sion of the Fourier transformable functions. Like the computation (using digits
with decimals) of a real irrational number needs the infinite decimal representa-
tion, so the computation of a real field needs a Cauchy series to be ”computed”,
i.e. an expansion into a basis of a Hilbert space. That is, PCFT has the ge-
ometric point of view of the dynamics of LCR surfaces of C*, and quantum
field theory describes the dynamics of their singular parts (identified with the
elementary particles) as irreducible representations of the Poincaré group in the
corresponding rigged Hilbert space.

Following Scharf and collaborators, I will show below that quantum elec-
trodynamics is achieved by the Bogoliubov procedure by simply replacing the
classical electromagnetic current with the Dirac field current which satisfies the
conservation law. This procedure is extended to the leptonic part of the stan-
dard model with the ”spontaneous symmetry breaking” and the subsequent
conditions between coupling constants and masses implied. Recall that Epstein-
Glaser have already shown that renormalizability of electrodynamics is equiva-
lent to the proper definition of the product of theta (step function) distribution
with the Wightman distribution in the framework of Bogoliubov causal quantum
field theory. In this formalism, the S-matrix in the complete Hilbert space of the
Gelfand triplet (rigged Hilbert space) of the tempered distributions is considered
as an expansion to Wick monomials of the Poincaré representations of the free
distributional solitons of (classical) PCFT. In the following sections, I will re-
view the Stuckelberg-Bogoliubov causal perturbative field theory adapted to the
distributional solitonic spectrum of the classical PCFT, indicating the relevant
sections of the books of Bogoliubov and Scharf for details.

28 RIGGED HILBERT SPACE

The bra(c)ket formal notions of Dirac and his delta ”function” constitute the
natural formalism of quantum mechanics. Its proper mathematical incorpora-
tion to quantum field theory is done through the notion of rigged Hilbert space
[[2], Chap. 1]. It is the Gelfand triplet

QCcHCQ (28.1)

where  is a normed vector space (= a vector space with a norm N(f)), H
is a complex Hilbert space (= a vector space with a complex scalar product
(f,9)) and QT is the vector space of linear functionals (dual) of 2. The normed
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vector space € is not complete (= every Cauchy sequence a,, converges, i.e. if
lim||a,, — a,|| = 0 implies lima,, = a in the same space). But 2 is completed in
n,m n

)

H. A typical example of such a non-complete vector space is the set of rational
numbers, with the set of real numbers its completion. It is well known that the
dual of a Hilbert space H is the same vector space, i.e. H' = H. Hence the
second part (H C QF) is implied from the dualization of the first part (2 C H).

In the present context of rapidly decreasing test functions 7(x) € S(R™) and
their corresponding tempered distributions f € S'(R™), Q = S(R™) (also called
Schwartz space) and its completion is the Hilbert space of square integrable
functions L?(R™). After the passage to the distributions through duality, the
interesting properties are transferred to the framework of generalized functions.
This passage is essential in the case of unbounded operators A on a dense
subspace D4 of a Hilbert space H, which cannot be extended on H.

In the context of Bogoliubov axiomatic formulation of quantum field theory
the rigged Hilbert space is

S(R™) c L*([R") c §'(R") (28.2)
The space S(R") is dense in L?(R") relative to the supremum definition topol-

ogy. A generalized eigenvector f € S'(R™) of an operator A is defined by the
relation

<fiLAp>=A< f,0>, VopeSR"), f[feS R (28.3)
The unitary operator U is defined by the relation
U¢,Uy) = (U1, U M), ¢,9 C L2(R") (28.4)
The self-adjoint (hermitian) operator A is defined by
<Af,p >=< f,AY > Y CSR") feS'R") (28.5)

The following completeness theorems of the unitary and hermitian operators
are derived: a) A unitary operator in a rigged Hilbert space possesses a com-
plete set of generalized eigenvectors corresponding to eigenvalues A\ such that
[A\] = 1. b) A hermitian operator in a rigged Hilbert space possesses a com-
plete set of generalized eigenvectors corresponding to real eigenvalues A. ¢) The
corresponding spectral theorems and the resolution of the identity are valid.

In conventional quantum field theory, the initial quantum Hilbert space is
"rigged” to permit the coexistence of the discrete and continuous spectrum.
Here we will first create the rigged Hilbert space H; of one free scalar particle
and after the rigged Fock space of multiple particles. The point is to work in
momentum representation, where the following ¢/ and p’ are hermitian and they
satisfy the quantum commutation relations

qj:\/mi%\/ﬁ .= g Pl =idy
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These permit the definition of the creation and annihilation of the states of a
free particle
bl
J

%(pj +¢qj) , b= %(pa‘ _ iqj)

(28.7)
[bi, b] = 63

Do not confuse these creation and annihilation operators in the one-particle
Hilbert space with the corresponding operators of the multiparticle states of
the Fock space, which we will define below. The ”fundamental” state ¥, de-
termined by the condition b; ¥ = 0, may be computed

>

_ af/m24p? -

Qo(p) =/ F5se (28.8)

Using the above one-particle-state creation and annihilation operators, a com-
plete orthonormal basis of one-particle-states is found through the relations

o, (p) = CAEDR0 g oy

el (28.9)

The spanned space is S(R?). These states admit a Fourier transform, where
e’P® € §'(R3) are the generalized eigenstates of the continuous spectrum of the
momentum operator. That is, the essential property of a rigged Hilbert space
is its ”capacity” to accommodate a vector basis ®,(p) with discrete index v,
and a basis e’”* with continuous index ? The multiparticle second quantized
rigged Fock space is constructed by taking the symmetrized or antisymmetrized
states as usual [[2], Chap. 4]. The comprehensive and complete description of
this procedure in the Bogoliubov and collaborators’ books (already classical in
quantum field theory), makes a longer review unnecessary.

29 BOGOLIUBOV’S QUANTUM FIELD THE-
ORY

The recursive axiomatic formulation of a quantum field theory has been ana-
lyzed in the book of N. N. Bogoliubov, A.A. Logunov and I.T. Todorov|2], and
the book of N. N. Bogoliubov and D. V. Shirkov[3]. It approaches the axiomatic
formulation of a quantum field theory starting from the S-matrix, the introduc-
tion of a "switching on and off” test function ¢(z) € [0,1] and assuming the
following expansion of the S-matrix

S=1+ Y L [ Su(wr, z2...n)c(z1)c(x2)...c(wn ) [da] (29.1)

n>1

where S, (x1, z3...2,) are generalized operators, which depend on the free field
operators (the local Poincaré representations of the free particles). That is, the
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S-matrix is an operator valued functional in the Fock space of free relativistic
particles, and the above formula is the proper expansion of S. Apparently this
perturbative expansion needs the existence of a small coupling constant. The
imposed axioms are

Poincaré covariance : UpSn(xl,:102...:cn)UJr = S, (Pz1, Pxy...Px,)
Unitarity :  SST =818 =1

Microcausality : %[%ST(C)] =0 for z3vy
Correspondance principle :  S1(x) = iLint[d(x)]

(29.2)
where ¢(x) denotes the free particle fields (distributional operators in the
rigged Fock space) and x 3 y means 2° < y¥ or (z —y)? < 0. A general solution
of these conditions is

S = Tlexp(iL[¢(x); c(x))]

Lig(x); c(2)] = Lint[o(@)]e(@) + 3 5 [ Ansr(@, 2120 c(@)e(@1)...c(zn) [da]

n>1

(29.3)
where Ap,11(x,21...2,) are quasilocal quantities (arbitrary add-ons of general-
ized functions), which permit the renormalization process. This order by order
construction of a finite S-matrix provides a well established algorithm to dis-
tinguish renormalizable from non-renormalizable interaction lagrangians. The
initial form of the S matrix contains a non-permitted multiplication of time
step functions with other distributions. Epstein-Glaser showed that the recur-
sive procedure does not essentially need these non-defined multiplications. Their
procedure is essentially equivalent to the differential renormalization, based on
the ”scaling degree” of the distribution. The book of Scharf [47] combines the
Epstein-Glaser remark with the Bogoliubov procedure providing a mathemati-
cally self-consistent description of quantum electrodynamics in the well defined
context of Schwartz distributions.

The Bogoliubov formalism is derived from the identification of the ”physical
Hilbert space” with the complete Hilbert space of the tempered distributions
and the well defined rigged Hilbert-Fock space of the free quantum field repre-
sentations of the Poincaré group. The causality condition should be imposed
by the analytic extension of the singular part of the distributions in one from
the two sides of R* in C* in the Siegel realization of the SU(2,2) symmetric
classical domain (the edge of the wedge theorem). The advantage of the Bo-
goliubov procedure is that it may be used in the opposite sense. Knowing the
(free) Poincaré representations in the rigged Hilbert-Fock space of tempered dis-
tributions, they are identified with ”free particles” with precise mass and spin.
Then they are described with the corresponding free fields, which are used to
write down an interaction lagrangian, suggested by the corresponding dynamics.
In the present case, the fundamental dynamics is the PCFT and the particles
are the solitonic solutions and their corresponding potentials (dressings) which
satisfy the wave equations. The suggested interaction takes the place of the
”correspondence principle” in the Bogoliubov procedure. In the present case of
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effective electrodynamics, the suggested interaction is

LEM =e€: ’(ﬂ’y“?ﬁAH : (294)
where 1) is the free Dirac field (the operator valued distribution of the (%, %)
representation) and A, is the electromagnetic field (the operator valued distri-
bution of the vector representation). The order by order computation introduces
counterterms to the action (with up to first order derivatives). If the number
of the forms of the counterterms is finite, the action is renormalizable and the
model is considered compatible with quantum mechanics, otherwise the whole
construction is rejected as inapplicable. The great value of this constructive
procedure will appear in its application for the construction of the action of the
standard model.

The idea of Scharf [[48], Chap. 1] and collaborators was for any irre-
ducible representation of the Poincaré group to include all the auxiliary ghost
(fermionic) fields required to determine the corresponding physical Hilbert space.
The Dirac field does not need any additional field, but the free photon field must
satisfy the gauge transformation

Al (z) ~ Ap(z) + Aduu(z) + O(N?) , 9u(z) =0
| | (29.5)
A(0) = @A, ()M = A, () — N, Au(o)]

where @ is the generator of the gauge transformation assumed to be nilpotent.
It is found to be

[Q Au(@)] = i0uu(z) , Q°=3{Q,Q}=0

Q = [ od*x[0,A"dou — (890, A")u]
QT = fw0d3x[8#A“80ﬂ — (000, A")u]

(29.6)

where u(z) and @(z) is the anticommuting ghost pair which fixes the two physical
components from the four Lorentz components of the electromagnetic potential
A, (x). So the S matrix is properly expanded into free field operators, because
it remains unitary and invariant under the gauge transformation order by order.
The precise transformation-derivatives are[48]

doA, =[Q,A,(z)] =i0,u , dou=0
(29.7)
dou :={Q,u} = —id, A"

The starting lagrangian is gauge invariant, because the free Dirac field satis-
fies the conserved current relation d, (Yy"p) = 0. Hence the knowledge of
the starting free fields provide the S-matrix order by order. We should not
care about singularities and counterterms, which are properly managed by the
Epstein-Glaser technique. Hence, PCFT predicts the fermionic massive elec-
tron with ¢ = 2 and its massless photon interaction through its electromagnetic
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dressing (which belong to precise Lorentz group representations) and their dis-
tributional character imposes the application of the Poincaré compatible rigged
Hilbert-Fock space technique. All the rest ”quantum field” calculations are just
mathematically algorithmic! But the background geometric relations imposes
conditions.

29.1 Self-consistency conditions

The perturbative approach permits the definition of general dynamical variables
through the generating functional introduced considering the formal existence
of a "classical” current J(z) for every field ¢(x) of the action. The generating
functional Zy(J) and the connected generating functional are

Zo(J) =< O|Tlexp{i [ (Li(x) + ¢(x) () d*x}][0 >
(29.8)
Z(J) = ~iln[Zo(J)

The general and the connected Green functions are defined taking (formal) func-
tional derivatives of the generating functionals. Through this formal procedure,
the symmetries of the action become Ward identities for the Green functions.
The anomalies appear as disagreements between the formal and the exact (quan-
tum) computations.

Any field ¢(x) defines a generating field ®(x; J) and the Legendre transfor-
mation

O(z;J) = 0Zc(J)

H (29.9)
Z(J) =5 W(®) = Z.(J) — [®(z;]) ] (z)d*x
In quantum field theory
< 0|¢(z)|0 >= ¢ + O(h) (29.10)

is the vacuum expectation value of the field ¢(z). We should not confuse it
with the ”classical” dressing of one elementary particle and the corresponding
generating field. In the context of the Bogoliubov-Shirkov notation [[3], Chap.
VII]

OH (x; —i :
®(;9) = — 5158 = 50 (550 S)l=0

(29.11)

H(z;9) = i(524S(9))

where H(z;g) is the ”quantum” hamiltonian of the system. The expected re-
lation of a "dressing” potential of the elementary particles in PCFT and the
above formalism is
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LDy (52-9)D ] -0

SE(J —1
Ai(z;1) = — ( )|J=0 = Zg5s 5J(z)

oJ(x

) (29.12)

%

Oy = (2m)2af (K )Po

where ®; is the one-electron state. Notice that the elementary particle has the
same initial and final energies and their creation and annihilation operators are
outside the time ordering. The physical intuition is that we use the classical
current J(x) as a sensor of the potential generated by a particle.

The relativistic field equations are derived from the Bogoliubov approach
and all the experimental results are properly computed [[3], Chap. 7]. Hence
(29.12) is going to provide precise self-consistency conditions between PCFT and
current quantum field theories, which we will describe below. The causal pertur-
bative approach of quantum field theory has provided the transition amplitudes
between the free elementary particles (the stable asymptotic LCR~manifolds),
but it is practically impossible to sum up the terms. That is, ”quantum” per-
turbative field theory cannot compute the geometric ring singularity of the el-
ementary LCR-manifolds, which determines the particles themselves and the
geometry of the background R x S3 universe.

30 "QUANTUM” ELECTRODYNAMICS

Quantum electrodynamics describes extremely well current phenomenology. Up
to now it was thought that it also solves the electron gyromagnetic ratio g = 2.
But this is solved even in the first solitonic approximation in the context of
PCFT, where the dressings of the electron naked singularity appear through
the Kerr-Newman manifold, viewed as an LCR-manifold. The gyromagnetic
ratio of the Kerr-Newman manifold was computed by Carter[5] in the context
of general relativity. PCFT simply makes spinorial naked singularities (like
electron Kerr-Newman manifold) compatible with the fandemental geometric
structure, which is now LCR-structure instead of the metric.

We have already found that the electromagnetic dressing of the (static) elec-
tron soliton is

dFC:O ) d*FC:*jC ) d*jczo
(30.1)
FS, = 0,AS —0,AT | 0, FE =j¢ . 0,5t =0

where the classical conserved current j¢ is written using the delta function in-
dicating the localization of the electron (its singularity ring). This distribution
does not contain a wavefront singularity. The existence of this electromagnetic
density constitutes the breaking mechanism of the tetrad-Weyl symmetry down
to the ordinary Weyl symmetry. As a generalized function, the potential AE is
the locally integrable fundamental distribution, which after its differentiations
determines the ”ladder” of well defined (non-locally integrable) distributions.
But a general solution (as a ruled surface of C'P(3) corresponding to a general
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accelerating trajectory in G(4,2)) of the differential equation does contain solu-
tions with the wavefront singularities, which constitute the ”quantum” modes
of the photon and the electron. The simple formal description of this extension
may be achieved through the substitution

A=A+ AQ =+ eyt

v ., 30.2
WFE =34t OuFY = ey¥ip (302)
[ (i0), — eAf (w)) — m]y = ex" ARY

where the last equation is imposed by the conservation of the current. Recall
that the static electron LCR-structure (with the electromagnetic and gravita-
tional dressings) admits the t-translation and z-rotation automorphisms. That
is, the solitonic configuration, including its dressings, belong to a representation
of the Poincaré group. Hence the distributional character of the electron LCR-
structure ”forces” us to start with fields A and v, in the rigged Fock space of
the tempered distributions and equations

I = e 1,
[’;fu(iau - €Au(x)) — m]¢e =0 (303)

with AE + AS = A,, unified in one distributional operator. These equations are
also self-consistent with the required charge conservation. The causal approach
is implied by the Hilbert space framework. The electromagnetic interaction
lagrangian takes the form

Ly = ey, - A, (30.4)

as the first term of the Bogoliubov inductive procedure. The implied perturba-
tive S-matrix is compatible with the @ gauge charge algorithm[48]. That is, the
Bogoliubov procedure in the rigged Fock space of the ”free” photon and electron
fields is self-consistent with the above initial term. The Epstein-Glaser remark
was that the product of step (Heavyside) function distribution and the free field
propagators, which appear in the time-ordering notation, can be properly de-
fined in the context of microlocal analysis as the appropriate multiplication of
distributions satisfying the causality condition. In fact Epstein-Glaser remark
is equivalent to the conventional differential renormalization based on the scal-
ing transformation [[48], Chap. 2]. Additional ”Wightman-Bogoliubov axioms”
are not needed any more, because the distributional electron solution is already
present in ”classical” PCFT. Recall that after the Cauchy completion of the
rational numbers Q to the real numbers R, we do not need any additional phys-
ical laws (axioms) to compute the Pythagora hypotenuse. We have just to use
the proper mathematics which provide the irrational numbers as infinite sum
of rational numbers satisfying the Cauchy criterion. But here we have func-
tions, which must be restricted to the Schwartz space completed into the square
integrable functions L?(R?), leading to the well known bound states (Hermite
polynomials 28.9).
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The first term of the effective electron potential in conventional quantum
electrodynamics is

Ay, (2;1) > %i‘blw@l\ﬂzo

6 JH(x)
(30.5)
S5(J) = [T((Li(z1) + Ay (1) " (20)(Lr(w) + Ay (22) " (x2)) [da]
which becomes
A (z) = —e [ Dz — y) Py : YY)V (y) + Prpd’y
(30.6)
oy, = (2m)3a (F)®o
The electromagnetic dressing (19.80) A = ﬁm%dﬂb in cartesian
coordinates
A= gy (de° — S drt — Bt de? — £ da)

(30.7)
dF =0 , d+F=—xj,

of the electron LCR-structure has the proper asymptotic charge e and magnetic
moment ea, already computed by Carter without any reference to quantum elec-
trodynamics. Besides, all its components are locally integrable functions deter-
mining through derivations the ”ladder” of the generalized functions. Hence, it
strongly suggests the Einstein approach to the derivation of quantum electrody-
namics. But (30.7) is singular at the ring with radius a, while the perturbative
terms (30.6) are singular at the point 2 =0, which emerge after an expansion
of (30.7) and the definition of r in powers of a = % The emergence of the
Plank constant % strongly indicates that (30.7) includes the contributions of
loop diagrams. But there is a subtlety. The above electromagnetic field is part
of the Kerr-Newman solution, therefore its form could emerge in the context
of a causal perturbative approach including electromagnetism and Einstein’s
gravity.

30.1 ”Quantum” electrogravity

The Einstein approach is essentially based on the distributional nature of the
present elementary particle-solitons. They are not smooth configurations with
finite energy. The energy-momentum conservation of the free particle-soliton
(electron) is implied by the existence of a metric g,, in the tetrad-Weyl class
(9403 Vipw, © = 1,2,3], which takes the Kerr-Schild ansatz form and hence the
gravitational field

(30.8)
Guw =My + Khy
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satisfies linear field equations with compact singular support sources. The initial
interaction lagrangian for the causal perturbative field theory is

Lr = 50" (7,000 — (0,0 )70 - (30.9)
with the electron free field. The first third degree gravitational term has been
computed [[48], Chap. 5].

The use of the ghost complex of Scharf and collaborators to fix the physi-
cal Hilbert-Fock subspace provides the natural framework to study the problem.
Their observation that the up to third degree identification with the correspond-
ing terms of the expansion of the Einstein-Hilbert action should be expected,
because the other gravitational terms contain higher order derivatives, which
generate states with negative norm. Hence, this indicates that the Einstein-
Hilbert action with cosmological constant could be properly treated in causal
perturbative approach. The nilpotent @) gauge charge method (based on the
Krein structure)[48] permits the order by order elimination of the unphysical
negative norm ”states” and assures the non-emergence of ”counterterms” with
higher order derivatives.

The above analysis strongly indicates that the perturbative causal approach
of electrogravity is well defined providing exact results. Bogoliubov-Shirkov
book mentions that in conventional "non-renormalizable” lagrangians the infi-
nite number counterterms should sum up to non-local forms. In the present case
of gravity and electromagnetism, this non-locality emerges in the Kerr-Newman
metric and electromagnetic potential through the r variable

4 [(w1)2 + (w2)2 + (x3)2 _ a2]r2 _ a2(x3)2 -0

Nl=

R { PP 0 P a2(x3)2}

(30.10)

which vanishes in the entire disk and not just at a point. Notice that the (naive)

expansion in powers of @ = -~

2m
o 4|7 F ELEE 02 4 0t (30.11)
= P :

the singularity is restricted at | 2’| = 0.

Perturbative causal approach is an expansion of the S-matrix into the rigged
Hilbert-Fock space of the free Poincaré representations, the basis of the free fields
tempered distributions. But the relativistic interactions of electron and photons
with the atoms have to be treated differently. Under the argument[23]:[47]
of the classical approximation, the rigged Hilbert space is enriched with the
atomic bound states. In the context of quantum electrodynamics, it is formally
achieved through the introduction of external sources or equivalently of external
electromagnetic potentials[3]. The same approach should be applied in the case
of relativistic study of positronium.

Concluding this section, I want to point out the great result of PCF'T, that
the electromagnetic gauge potential coincides with the ¢, cotangent vector of
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the LCR-manifold, which is also a null vector of its metric. The implied causal
perturbative quantum field theory can provide the first terms in the expansion in
a, but the series cannot be summed up. Hence, causal perturbative field theory is
excellent to compute the evolution of the point singularities of the distributions,
but the ring singularity of the electron cannot be revealed without suming up
the series. On the other hand, the identification of the electromagnetic potential
with ¢, provides a breaking of the tetrad-Weyl symmetry. In the next section we
will show the same ”phenomenon” to appear in the weak interactions approach
in the context of PCFT.

31 ?QUANTUM” WEAK INTERACTIONS

The leptons are found as stable distributional lorentzian Cauchy-Riemann (LCR-
) manifolds. The free massive (electron) and its massless partner (neutrino) are
explicitly computed as the general and developable (23.3) quadratic ruled sur-
faces of CP(3). The spin and energy-momentum parameters are determined by
their linear (Newman) complex trajectory, i.e.

(1) = o1 +iab (31.1)
where v* and a® are real SO(1,3) contravarient vectors.
The ambiguity in the dummy parameter 7 needs a normalization. The fol-
lowing ”massive” choice

dg®(r) de°(r)

dr dr be — 1 - Ubvcnbc =1 (312)

implies the Einstein energy-momentum relation of special relativity E2— (?)2 =
m?2. The same relation we find if we assume the following ”general” choice

L) =prr+is® — &) =Er
(3 (31.3)

b’T c(r
dg”( )d§d£ )T’bc —m2 - E2_ (?)2 —m2

dr

Notice that the second normalization covers both free electron and its neutrino.
The Kerr-Newman manifold describes the electromagnetic and gravitational
dressing of the free electron. I have already computed them using the SL(2,C)
bundle over the grassmannian space. The two null vectors ¢ and n are the
two gravitational and electromagnetic principal null directions of this type D
spacetime.
In the case of the accelerated electron we have, in the general normalization

)y =eh(r)+is® , &€()=Er, E€R

4 (31.4)
g’ (r) de°(r)

-
d T
D&y, = m?(r) — B2 - (L) —m2(r)
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which could be found as the mass definition for massive and massless (devel-
opable) ruled surfaces. Hence there is a direct relation between the ”massive”
ruled surface and its reduced ”massless” developable surface. Besides, the elec-
tron LCR soliton is determined by a left and right chiral spinors M which are
different from the ”vacuum” light-cone LCR-structure which does not have any
local singularity. On the other hand, the flatprint neutrino has only its left part
different from the vacuum left part, while its right part coincides with the vac-
uum right part. And all these chiral ”particles” admit the correct vanishing Lie
derivatives of the massive and massless Poincaré group, which is a fundamental
ingredient of ”axiomatic” quantum field theory.

The successful application of the causal perturbative theory to build up
quantum electrodynamics and its extraordinary experimental verification, sug-
gest us to extend it including the massless neutrino soliton as a left-hand Dirac
field 1_275 1, and all the permitted charged and neutral currents. No neutrino
electromagnetic interaction should be introduced or permit it to appear through
the inductive procedure. It has already been shown[48] that assuming the ex-
istence of all the standard model particles (for every generation separately) the
implied standard model lagrangian is a consequence of the @) gauge charge al-
gorithm. Let us now enumerate the fields and the interactions we will consider
in the beginning (correspondence principle) of the Bogoliubov procedure, indi-
cating their existence in the context of PCFT:

1) The massive distributional soliton based on the ruled surface of C'P(3)
with linear trajectory will be represented with the massive Dirac electron field
¥, (x), which satisfies the free Dirac equation and hence it implies a free massive
Dirac propagator in the time ordering term.

2) The corresponding massless developable ruled surface of C'P(3) will be
represented with the left-hand part of the massless Dirac neutrino field 1_275 U,
which satisfies the free Dirac equation and hence it implies a free massless Dirac
propagator in the time ordering term. All the considered currents will contain
only the left-hand part of the neutrino field.

3) The potential of the real part of the closed self-dual 2-form will be repre-
sented with the massless electromagnetic field A, (), which implies the corre-
sponding massless propagator. We have already showed that the LCR-structure
implies the existence of a U(2) Cartan connection (22.12), which extends the
electromagnetic potential. A scalar field (22.15) also emerges from the relative
invariants ®; of the LCR-structure. These are identified with the observed elec-
troweak U(2) gauge fields and the corresponding currents are assumed to be
defined from the electron and its neutrino.

4) Following the procedure Scharf and collaborators [[48], Chap. 3], we in-
clude the necessary ghost pairs for every free field in order to apply the gauge
symmetry transformations, which fix the physical Hilbert space. The impor-
tance of the order by order fixing of the physical Hilbert space assures that
the final counterterms do not include higher order derivatives, a well-known
source of negative-norm states. I do not repeat this procedure because it is well
described in the second book of Scharf[48].

Including all these assumptions in the initial action through the ” correspon-
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dence principle”, the causal perturbative procedure implies a closed lagrangian
form only if the well known relations between the coupling constants and the
masses of particles are valid. This means that the ”internal symmetry” U(2)
breaking mechanism, is a consequence of the initial mass difference between the
electron and the neutrino.

Let us now turn to the origin of the three elementary particle generations
(23.17, 23.23). We have already computed the Hopf invariants of the left and
right chiral parts of the flatprint electron and its neutrino. We found that the
left parts of the electron and its neutrino are equal to +1, justifying the exis-
tence of the charged current in the Hilbert-Fock space of the weak interactions.
The right chiral parts of the electron and its neutrino have Hopf invariants
—1 and 0 respectively. In the case of the flatprint configurations, there is no
limitation on the Hopf invariants, and subsequently on the number of LCR-
moving frames. But a self-consistent gravitational dressing restricts the number
of geodetic and shear-free null congruences up to four, which is the maximum
number of gravitational principal null vectors. Hence I think that the limitation
to three particle generations is a consequence of the gravity potentials of these
solitons which emerge through the Einstein metric g,,. It is well known that
the Einstein metric g, = nabeZeg, where €], are the four linearly independent
vectors of Cartan moving frame. They are defined up to a local SO(1, 3) trans-
formation eif = Sgez which generates and relates the Cartan connection with
the ordinary metric g, connection. Newman and Penrose have noticed that
assuming a null tetrad, the Cartan formalism acquires very useful properties
easily applied to the radiation problems. In the Newman-Penrose formalism the
LCR-structure coincides with the existence of two geodetic and shear-free null
congruences (with kK = ¢ = A = v = 0). Besides, the use of the spinor dyad
(04,25) through the relations

A

_ A _ A
t, =0 0% goPes, , m,=1V0%YpPes, , mu=7"0%goPeq,

oAzBeAB = OBZB =1
(31.5)
imply the spinorial formulation of general relativity. I have already pointed out
that a metric does not always admit two geodetic and shear-free congruences. In
this case of metrics, using an arbitrary tetrad, the spinor form of the conformal
tensor Y apcp can always be defined, and it admits two spinors ()\Al,/\BZ),
which satisfy the relation )\A)\B)\C)\D\I!ABCD = 0. In the linearized gravity
approximation they become the spinors of the first two rows of the homogeneous
coordinates of G(4,2). Hence locally, a non-conformally flat metric compatible
with a LCR-structure has at most four geodetic and shear-free null congruences,
i.e. at most four branches (sheets). Every two of them determine a LCR-
structure. From the Petrov classification, we have the types of spacetime with
four (typeI), three (type II), two double (type D) and a triple (type III) principal
null directions. Apparently the electron and the neutrino solitons correspond to
type D spacetimes. I discuss the three leptonic generations in Part III of this
Research eBook.
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Concluding this section, I think that it would be interesting to perturbatively
compute the charged and neutral weak dressings, and the Higgs dressing of
the electron generation, using the inverse procedure, from ”quantum” to the
classical solution.

31.1 Self-consistency conditions

The standard model is a well defined and very successful quantum field the-
ory. In order to invert the point of view, and consider it as consequence of
the distributional character of the LCR-structure solitons, we have to fix the
U(2) connection, find its curvature, and finally apply the Hodge star exterior
derivative to fix the sources. The second application of the Hodge star exterior
derivative gives the conservation law for these sources. The starting point is the
identification of the (22.9) U(2) connection

o m' )
B = B[#dxu’t] = (m, 7;,) y [t],t.]] = ZC[.]KtK

(31.6)
F=dB—iBAB — DF := dF +iBAF —iFAB=0

with the weak gauge field.
Electrodynamics suggests the following (hermitian) U(2)-connection and
curvature for the standard model

g (4 W\ _ (¢
S \woz) \m (31.7)
F=dB—-iBAB

where the tetrad is chosen with precise tetrad-Weyl factors. In the case of the
electron generation we have

Boy+5Bsu =10, , Boy—3Bs,=nl, , 3(Bi+iBs,)=m|,
31.8
FO,LLV = a[LBOV - 61/B0u ( )
Fiuu = 6uBi1/ - 6uBiu - eijkBjuBku
where (£),,n;,,m),) is the electron LCR-tetrad with the factors(21.32)
A= ortars
= — (2 raT TR (31.9)
MM — qra cos @

27 (r24a? cos? 6)2

In order to help the reader clarify the relations between the tetrad-Weyl
transformation and the weak U(2) gauge group, I think I have to make a very
brief review. The tetrad-Weyl transformations is the symmetry of the funda-
mental LCR-structure (which replaces the Einstein metric structure) of PCFT.
On the other hand the weak U(2) gauge group is a ”Cartan lift” implied by the
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application of the (holomorphic) Frobenius theorem. Recall that the solution is
the real submanifold with the cotangent bundle

011(270‘7 Za) =0 , pp (7717 Za) =0 , 022(2‘7&’ Za) =0

(’3 m) —i(0- D) <p11 pl?)
m.n P12 P22
and its normal bundle dp,;. Apparently a weak U(2) gauge transformation
breaks the tetrad-Weyl symmetry and connects different LCR-structures. There-
fore the sources of the gauge field section must generally be identified with the
electron-neutrino weak currents.

The Higgs field is related to the ”relative invariant” fields ®;. Notice that
the weak curvature of the "flat” U(2) LCR-manifold (4.33) vanishes. The great
success of the standard model could permit us to invert the ”self-consistency
conditions”. That is, to perturbatively compute effective fields and identify
them with the gravitational, electromagnetic, weak and Higgs dressings of the
electron-neutrino solitonic system. But it is practically impossible to sum up all
the terms and find back the dressings and reveal the lepton and neutrino ring
singularity!

Recall that in conventional standard model of the leptonic interactions there
is no relation between the gauge fields and Einstein’s metric. By simply replac-
ing g, with the LCR-structure as fundamental geometric structure (the well-
known dream of Einstein) not only quantum Einstein’s gravity and standard
model are derived, but we precisely find the intimate relation (31.8) between
them!

(31.10)

32 ?QUANTUM” CHROMODYNAMICS

In the context of the fundamental action of PCFT, quantum chromodynamics
could be defined by the tetrad-Weyl covariant gauge field action. I computed
the gluonic dressing (24.39) of the static axisymmetric LCR-manifold. The lep-
tonic solitons have vanishing gluonic dressing and the corresponding quark have
non-vanishing gluonic dressing. This general procedure explains the particle
correspondence between leptons and hadrons. Besides the SU(3) group should
be determined by an anomaly cancellation, in complete analogy to the com-
putation of the dimension 26 of the ambient spacetime in the Polyakov action
(the 2-dimensional PCFT). I have also considered the possibility that the SU(3)
gauge group could emerge from a Cartan lift of the LCR-structure. That is, that
the gluonic field has a geometric origin like gravity and electroweak gauge fields.
The implied gluonic connection (24.50) essentially coincides with the previous
one, while the SU(3) gauge group is also fixed.
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But the form of the electron electromagnetic dressing and its potential

F = rrabamape (r? — a® cos? )dt A dr — 2a®r cos 0 sin Odt A df+
+2a%r cos O sin fdr A d + a(r? — a? cos? 0) sin” Odr A de—
—2ar(r? + a®) cosOsin dO A dp =
= d[m(dt — dr — asin® 0dy)) (32.1)
¢
A= W+‘;(m3)2)(dxo - ’"f;;izfdxl - ’"fziigfldx? — x—:dx?’)

is completely different from the gluonic dressing of the corresponding quark

F9 = o [tz dt A dr +dr A dg] =

=d| o5, (tan—! 2dt — rdy)]

4ma

(32.2)

*Fj(g):fﬁ[ L_dt A df + sin 0dO A dy]

47 lasin @

Notice that the spin parameter a appears in the denominator which permits the
quark gluonic potential to have a magnetic linear component that could provide
a kind of confinement. On the other hand the electromagnetic dressing can be
expanded in powers of a permitting the appearance of a linearized interaction,
while the gluonic dressing is singular at a = 0. No self-consistency conditions
seem to apply. The form of the ”quantum” gluonic interaction is not evident
(to me).
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